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I. Inmr n

We have, in the past 27-month period, completed several major tasks of our research on hybrid
optical processor programs. Our tasks were completed in a manner consistent with proposed

research programs supported by the United States Air Force, Rome Air Development Center

at Hanscom Air Force Base, under contract number F19628-87-C-0086. Results have been

published, in part, in technical literature and have been presented at scientific conferences.

Copies of these papers are included in this report to provide concise documentation of our research

efforts. In the following sections, we shall give an overview of our research work done

during the period 1 July 1987 to 30 July 1990. Publications resulting from this effort are included

at the end of this report as appendices.

II. Summary and Overview

Recent advances of programmable spatial light modulators (SLM) have permitted the synthesis of

hybrid signal processors for various computational needs. In accordance with this research

program we have developed and synthesized various types of hybrid optical .irchitectures capable

of performing tasks such as: multiple matrix computation, hybrid optical computing, optical binary

adder, optical perfect shuffle, application of associative memory to symbolic substitution, acousto

optic joint transform correlator for space integration and frequency shift keying applications, hard

clipping joint transform correlator, and programmable multi-channel optical correlator for automatic
scanning image detection. The basic architecture of these hybrid optical processors is a

microcomputer-based design utilizing various types of spatial light modulators. The configuration

of these hybrid optical architectures and discussion of the operation of these systems are presented.

The performance of this research program is consistent with the proposed research programs
supported by the United States Air Force, Rome Air Development Center at Hanscom Air Force

Base under contract number F19628-87-C-0086.
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2.1 Hybrid Processor for Multiple-Matrix Multiplication

We have developed two hybrid optical architectures to perform multiple binary-matrix

multiplication [1]. These architectures include microcomputers and programmable spatial light

modulators. We have used both the inner-product and systolic-inner-product methods for multiple

binary number and multiple matrix multiplication. In the first architecture the inner-product method

is used to carry out multiple-matrix multiplication. Figure 1 shows a hybrid optical system which

is able to carry out a triple binary number multiplication operation. Three magnito-optic spatial

light modulators serve as the inputs. A CCD detects the result and feeds back to a high speed

memory. In this system, the multiplication is performed by binary transmittance of the SLM's, and
the sum is carried out by focusing the light onto the detector. The introduction of grating masks
into this architecture permits a fully parallel matrix multiplication through separation of the output
vectors.

The second architecture is a combination of the inner-product and systolic array arrangement

techniques. This architecture is capable of performing large matrix multiplication and has
applications in linear and bilinear transformations. In this system the binary number matrix

representation in the SLM's can be shifted step-by-step for the systolic array arrangement. Thus,

matrix multiplication can be performed using this system with the major drawback being the speed.

For example, a 2x2 matrix multiplication requires four-step operation. By decomposing the

matrices and then applying the systolic-inner-product method, substantial reduction in the size of

the SLM's is possible. We have carried out preliminary experimental demonstration of these

techniques. In addition, since these techniques are either mixed binary or binary representation,

the hybrid optical processors would offer high accuracy with moderate speed for multiple matrix

computation.
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Plane SLM1 CL1 CL2 SLM2 CL3 CL4 SLM3 CCD
Wave Camera

Interface and
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Figure 1. A hybrid optical processor for optical computing. SLM1-SLM3, spatial light

modulators; CL1-CL4, cylindrical lenses; L1 and L2, lenses; SL1-SL2, spherical lenses.

2.2 Hybrid Optical Comouting

We have developed several hybrid optical processors utilizing transparent SLM's for digital optical

computing [2]. We have shown that digital matrix multiplication (see Figure 2), symbolic logic

processing (see Figure 3), and linear transformation (see Figure 4) can be performed with these

hybrid architectures. Since MOSLM can be addressed in partial parallel mode, the whole frame

pattern on MOSLM can be switched in a very rapid manner, for example, 6.4 ts for a 64 x 64

MOSLM; 51.2 pIs for a 512 x 512 MOSLM. By utilizing a high speed memory subsystem with a

specially designed interfacing circuit (the technology is available) a relatively slow microcomputer

can be used to manipulate the parallel operation of MOSLM's. This is known as single instruction
multiple data (SIMD) operation. In addition, with the introduction of a microcomputer into the

system, a man-machine communication link is also provided. To generate the systolic array

formats rapidly, a table look up instruction is suggested. After the time integrating CCD detector, a
high speed analog to digital converter (ADC) and a serial-parallel deformater would be used.

Thus, by exploiting the programmability of the computer, various linear algebraic operations can

be performed with this hybrid optical architectures.
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Finally, by exploiting the efficient operation of the optics and the programmability of the electronic

computer, it is our belief that hybrid optical architecture would be the logical approach toward

modern optical computing. However, much remains to be done in the development of electro-

optical devices before the hybrid optical computing can become a widespread practical reality.

Light source Li P1 P2 L2 Sinusoidal L3 Image
Grating Detector

MOSLM

/Mmoryc Computer

Figure 2. An electro-optical processor. L's-lenses; P's-polarizers.
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Figure 4. An electro-optical discrete linear transformation processor. Us-lenses; P's-polarizers.

2.3 Optical Perfect Shuffle

One of the inherent advantages of the optical computer is its noninteractive connecting capability.

The optical perfect shuffle (PS) which forms the basis of such an interconnect network is a useful

concept in optical computer architecture. We have demonstrated that two sets of data can be

shuffled using an optical spatial filter [3]. Figure 5 shows the optical perfect shuffle set-up. Two

sets of data are designated by S1 and S2, which are separated by 21 at the input plane. With

coherent light illumination, the complex light distribution which includes the Fourier spectra of the

input data appears in the Fourier plane. To implement perfect shuffle, a sinusoidal grating is placed

in the Fourier plane.

In the experiment, we used two sets of English letters as input data. Figure 6(a) shows the input

data and Figure 6(b) gives the shuffled data obtained with the proposed system. We have noted

that perfect shuffle can also be achieved if two optical processors are arranged in tandem. In this

case the perfect shuffle operation can be applied to a 2-D data array, such that one shuffles

horizontally and the other vertically. The generalized perfect shuffle with its large data handling

capacity might be a viable trade-off for certain applications.
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2.4 Optical Binay Adder

We have demonstrated a method of building an optical half adder using a programmable LCTV [4].
This optical half adder is capable of performing the XOR, AND, NOT, and OR logical operations.
Experimentally, we have shown that a 4-bit half-addition can be obtained. Figure 7 shows the set-
up for 4-bit parallel half-adder. The optical half adder can be easily extended to perform larger-

array-numbers addition, by simply changing the computer program of microcomputer. We note
that no extra coding is required in the half-adder, since the number was automatically encoded by
LCTV. To extend a half adder to perform a full-adder operation we introduce an optical read only
memory for carry transmission and overflow error detection. An optical architecture of a 2-bit full

adder using an OROM is also proposed.

X p
$/ LI L2 Y

Si S2 Q H

Y q X

Figure 5. Optical perfect shuffle system: S1 and S2, input data; Li and L2 lenses; H, Filtering

grating.
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Figure 6(a). Input data to optical perfect shuffle architecture.

Figure 6(b). The Shuffled version of the input data.

0101110A Split 1100

LCTV1 Prism LC 'V Analyzer

_ ______S m

Light
Source

0110 P2 00

M I\- w I MP I p3 Carry

Split
Prism

ComputerC omputer

................... .... ... .........

.... .°.. . ........ ........ .. ...... °....
..................... .......... .........
..... °......................... ..... .....

... . . . ...... ... ........... . ... ° ...... .

Figure 7. An optical set-up for 4-bit parallel half-adder. A, B, inputs; M1, M2, mirrors; P1, P2,

P3, polarizers.
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2.5 Application of Associative Memories to Symbolic Substitution

We have demonstrated a technique of spatial modulation to implement symbolic substitution logic

using one-step holographic associative memories [5]. The spatial modulation technique gives more

flexibility in the filter synthesis than the multiplexing technique since the hologram has a limited

dynamic range. We have demonstrated a simple example of multi-instruction multi-data (MJMD)
operation, i.e., parallel half addition. By utilizing real-time spatial light modulators such as LCLV,

LCTV, MOSLM, a full addition may be realized by multistep substitution. If the final cross

correlation can be totally eliminated, the proposed method may be superior sampling technique,

since this method is fully space invariant.

2.6 Acousto-Optic Space Integrator

We have developed an architecture for a real-time space integrating correlator based on the optical

joint transform correlator [6]. Two parallel on-plane AO cells are employed to convert electrical

signals into acoustic strain fields. A transform lens produces the joint transform of the optical

pattern induced by the acoustic strain fields. A square law converter, e. g. , a liquid crystal light

valve (LCLV), can extract the joint transform power spectrum. The inverse Fourier transform of

the coherent readout of the square law converter provides the cross correlation of the input signals.

Since two AO cells are on the same plane, the proposed architecture can be implemented in a

compact system (see Figure 8). A simple experiment utilizing an LCTV as square-law converter

and applying a 65 MHZ pure sinusoidal signal (for simplicity) to the input cells was conducted.

Figure 9 shows the output correlation peaks obtained with the set-up of Figure 8, with the

separation between the two AO cells Ieing 12 mm. By addition of an adequate number of AO cells

on the input plane, this architecture can easily be extended to a system that yields more than two

cross-correlations. At the output plane, we obtain spatially separated cross-correlation functions

that correspond to the AO cells. The correct positioning of the AO cells in the input plane will

prevent the correlation distribution from overlapping each other. The three cell system may be

sufficient for a digital communication system in which two different waveforms are selected for

transmission to the receiver. This feature is important for digital communication in which different

waveforms are used to represent different messages.
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2.7 MFSK Signal Detection

We have developed a multi-channel acousto-optic space integrator for modulated frequency shift

keying (MFSK) signal detection [7] as shown in Figure 10. This system consists of an array of

AO cells at the input plane and a liquid crystal light valve as the square-law detector for the

composite Fourier to power spectrum conversion. In principal this hybrid optical processor is

capable of processing very wide bandwidth temporal signals, as high as 106 resolution elements.
The proposed AO correlator can be synthesized in compact form. One of the requirements of the

proposed system is the availability of a square law converter with both high speed and large

dynamic range. Thus the realization of this architecture depends upon development of the

necessary components.

Coherent Input Coherent Output

light plane light plane

Li L2 S L

-L4

A~l Stop
A012

Figure 8. Optical setup for an acousto-optic signal correlator. AOlI and A02-cells; LlI and L2-

transform lenses; L2 and L4-magnifing lenses; S-square-law converter, BS-beam splitter.

Figure 9. The output correlation peaks obtained with the set-up of Figure 1.
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Coherent Input Coherent Output
light plane light plane

Li L2 L3

----4 L4
A0  IStop

1A 0

0  BS F G

Figure 10. Multicell, multifrequency acousto-optic joint transform correlator: AOO-n-1, acousto-

optic cells: Li and L3 transform lenses: L2 and L4 magnification lenses: S, square-law converter:

BS, beam splitter: F, spatial filter: G, grating.

2.8 Hard-CliMing Joint Transform Correlator

Because of its high speed and structural simplicity, the optical joint transform correlator is

proposed for application to pattern recognition. We have developed a real-time programmable

hybrid joint transform correlator utilizing the threshold hard-clipping properties of a microchannel

spatial light modulator (MSLM) [8]. In the system, an MSLM is utilized as the threshold hard-

clipping device and a liquid crystal television (LCTV) is used as the input and reference images.

By using the feed-back loop, as depicted in Figure 11, the system offers the adoptive processing

capability.

The LCTV is used to display a real-time target and a reference image at the input plane of an optical

processor. The main advantage of LCTV is its programmability for the generation of different

reference images. The lens system L1-L3 is employed to demagnify the input object images from

the LCTV to an appropriate size and then transform onto the MSLM. The output is detected by a

CCD camera and it can be fed back to the microcomputer for further operation making the system

an adaptive hybrid electro-optic correlator.
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To compare the performance of the real-time programmable JTC over the existing JTC techniques,

with regard to the intensity of the correlation peaks, a theoretical analysis of the two system has

been carried out. Equations 1 and 2 show the autocorrelation function distribution at the output

plane for the conventional system and the real-time programmable JTC respectively.

gA~y 14 AX L +A(X+L)JA(Y) (1)
g(x,y) - 1 A( + A +

4o)2

A sin [(X - L)/o+ sin[2t(X +L)/o] sinc Y/co)(
(X - L) + i(X + L) I (2)

Where A is the illumination amplitude, and A represents a triangular function, we see that the

correlation peak intensity of the proposed system is about A2/t 2U4, whereas for the conventional

JTC it would be A 2/161J 4. In other words, the correlation peak intensity of the proposed system

would be about 1.62 times higher than that of the conventional system. In addition, if the bias

voltages can be controlled such that the threshold hard-clipping takes place at a lower intensity level

to include the whole main lobe, it can be shown that the peak intensity function is 16A 2/20 4 ,

which is 26 times higher than the classical JTC. The autocorrelation function distribution at the

output plane for this system is shown in Equation 3.

AI sin [27t(X - L)/o] sin [27t(X + L)/o] 1 sin (2 nY/O()
E i-(X- L) + (X +L) 7C (3)

It should be mentioned that, if the threshold hard-clipping values are further controlled to include

the first side lobes, the output correlation intensity could be further increased.

By combining the advantages of the state-of-the-art electro-optic devices and the flexibility of a

microcomputer, this technique overcomes the common drawback of the existing methods, namely,

low correlation peak intensity compared to the illumination intensity hence producing sharper

autocorrelation peaks. We stress that this JTC can produce sharper and higher correlation intensity

than conventional JTC.

12



LCTV Li L2 L3 BS L4 CCD Camera

TV Camera

Figure 11. The Schematic of a programmable hard-clipping joint transform correlator: L's-
Lenses; BS-polarizing beam splitter.

2.9 Proerammable Multi-Channel Optical Correlator

We have developed a programmable scanning optical correlator using a low cost liquid crystal

television (LCTV) [9]. The imposition of a scanning grating on an LCTV screen with a micro-

computer will alleviate the positioning problem associated with the mechanical scanning method for

large capacity correlator systems, as shown in Figure 12. The positioning difficulty can be caused

by either movement or the frequency shift in the mechanical scanning techniques. The low
resolution of LCTV which limits spatial carrier frequency is overcome by using a new set-up
which is different from a conventional optical correlator. The lenses L2 and L3 are used to project a

reduced image of the LCTV grating onto the input plane of the optical correlator, so that the Fourier

transform of the object can be in a proper scale while the spatial frequency of the spectrum of the
grating is magnified. The different diffraction orders on the frequency plane can therefore be

sufficiently separated.

13



We set adjustable delays between the subroutines, longer delays for filter construction and shorter

delays for target detection. In order to multiplex matched filters onto a recording plate, we would

rotate the grating one at a time. While an input image is being recognized, the orientation of the

grating is automatically changed according to the instruction received from the microcomputer. As

soon as the auto-correlation peaks appears at the output plane, the scanning is terminated,

otherwise continued. Using a multi-channel spatial filter of eight input objects which were recorded

on a holographic plate and observation of the corresponding output correlation peaks we have

concluded that a multi-channel correlating operation can be achieved using a programmable LCTV

grating.

The scanning speed of the proposed correlator is primarily limited by the microcomputer and the

response time of the LCTV. Furthermore, if a higher resolution LCTV is available, both the input

object and the modulating grating can be superimposed onto the LCTV screen. Thus a

programmable, real-time, electrically addressed correlator may be realized.

14
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Figure 12. A multi-channel optical correlator using an addressed LCTV. L1 and L2, collimating

system; L3 and L5 , transform lenses; L3 , magnifying lens; P1 and P2, polarizers; BS, beam

splitter, M, mirror
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2.10 White-Light Pseudocolor Encoding

Pseudocolor encoding is a commonly used enhancement for grey level images. We have in

this period of research developed a two-step, three-color, white-light pseudocolor encoding

process. A variation of this three color encoding method uses moire fringe patterns from

two encodings to carry the information previously obtained from the third encoding. By

using this new procedure, the pseudocolor encoding was accomplished using a single

sampling grating, and two rather than three exposures. This allows greater use of the

dynamic range of the filn by eliminating one exposure. This method also illustrates an

interesting application of moire patterns.

2.11 Phase Conjugation Joint Transform Correlator

In this period of research, several applications of phase conjugation technique in a JTC

have been investigated. It is shown that phase distortion in the input objects (due to SLM)

in a coherent image processing system can be efficiently compensated by using the phase

conjugation technique. The additional amplitude or phase modulations produced by the

nonlinearity of phase conjugation can be utilized to pre-encode the object functions, for

which correlation characteristics can be improved. Computer simulations indicate that

phase pre-encoded objects improve the accuracy of correlation detection, which results

from smaller autocorrelation spots and lower cross correlation intensity. This encoding

technique would find application in the research of dynamic pattern recognition and robotic

vision.

16



2.12 Phase Measurement by Fringe-Scanning

We have developed a novel method for obtaining the phase distribution of an object

spectrum by using a fringe-scanning phase-conjugate interferometer. A detailed analysis of

the proposed technique is provided, and experimental demonstrations for validating this

technique are also given. The major advantages of this method are its potentially high

accuracy and its low space-bandwidth-product requirement for the detection system.

Moreover, using the fringe-scanning method, the factors to be multipled are fixed to only a

few values. Instead of performing real-time multiplications, one can use a data look-up

table to speed up the computational process. Moreover, the spectral content of the object in

the Fourier plane is concentrated mostly in some specific regions. It is generally not

necessary to compute the phase distribution over the entire nxn points. In other words, the

computation can be selected based on the spectral intensity distribution; thus the amount of

computational time can be substantially reduced.

2.13 Symbolic Logic Processor Using Cascaded Liquid Crystal Televisions (LCTVs)

We have shown in the period of research that optical symbolic logic operation can be easily

achieved with cascaded low-cost LCTVs. Aside from the basic 16 logic operations, we

have shown that the same processor can perform any two-level logic function. Major

limitations on using LCTV must be the low resolution, low contrast, low speed and low

transmittance, which prevent widespread practical applications. Nevertheless, the low cost

and programmability of the LCTV would stimulate some interest in the application of

symbolic logic processing. Since the digital computation can be divided into a series of

specific logic functions, perhaps some specialized digital uniprocessors may be

implemented based on this proposed optical processor.

17



2.14 Joint Fourier Transform Processor

In this phase of research, we have shown that a joint Fourier transform processor can be

used as a conventional coherent optical processor. In principle, the joint transform

processor can perform all the optical data processing that a conventional coherent optical

processor can offer. Sample illustrations for signal extraction and image subtraction are

given. The major advantages of the joint transform processor must be (1) the avoidance of

synthesizing a matched spatial filter, (2) higher space bandwidth product, (3) lower spatial

carrier frequency requirement, (4) higher output diffraction efficiency, etc.

2.15 Holograhic Associative Memory Using a Microchannel Spatial Light Modulator

We have, in this research program, investigated a holographic associative memory system

with a controllable MSLM. Since the MSLM is used as an active device in the system , the

quality of the output addressed data can be improved as compared with a passive

holographic method. Another advantage of the system is its controllability, by which the

memory addressing mode can be adjusted to either "winner-take-all" or "weighted sum"

operations. The joint transform method has the merit of easy system alignment and real-

time filter synthesis. It is apparent that if programmable spatial light modulators were used

at the input plane P1 and the holograph plane 1 and a feedback loop was consructed

between them, the memory capacity of the system could be further enhanced.

2.16 A Hybrid-Optical., ieural Network

In this research program, we have developed a 2-D hybrid optical neural network using a

high resolution video monitor as a programmable associative memory. Experiments and

computer simulations of the system have been conducted. The high resolution and large

dynamic range of the video monitor enable us to implement a hybrid neural network with

more neurons and more accurate operation. The system operates in a high speed

asynchronous mode due to the parallel feedback loop. The programmability of the system

permits the use of orthogonal protection and multilevel recognition algorithms to increase

the robustness and storage capaciity of the network.
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2.17 Optical Disk Based Neural Network

We have, in this period of research, proposed a technique for using an optical disk as a

large capacity associative memory in an optical neural network which will be described.

There are, however, several problems that should be addressed before constructing the

optical disk based neural network.

The readout head has to be redesigned for reading the whole block of an IWM rather than

sequential readout techniques,

The existing SLM still cannot meet the processing speed of the proposed system (i.e., -10

Hz). However, the optical disk based neural network is suitable for applications to a huge

database associative search, which does not require a frequent change of input patterns.

The electronic bottleneck in the feedback loop may be alleviated to some extent by using

parallel buffers. However, a decision-making circuit for postprocessing the output data in

2-45tis has to be developed.

Nevertheless, the proposed optical disk based neural network offers a large capacity

associative database for which high speed operation can be achieved.

3.0 Conclusion

Dove Electronics, Inc. and the Pennsylvania State University have designed and

demonstrated various hybrid optical processor architectures for signal/data processing

applications. These applications include multiple matrix computation, hybrid optical

computing, opt eal binary adding, optical perfect shuffle, joint transform correlation,

Fourier transformation, holographic associative memory, and hybrid optical neural

network. These various architectures were implemented using a combination of spatial

light modulators and computers. Some of these architectures have immediate operational

potential, while others require component development to increase speed of operation and

reliability. Follow-on efforts to develop components and improve reliability are indicated.
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Hybrid optical computing

High accuracy,
Francis T. S. Yu high data rate,

electro.optical architectureLightweight and pocket so data can be primarily processed by the accuracy of these operations. To

sized, the optical signal the optical processor. Thus, high ac- alleviate this problem, digital
processor can perform curacy and high data rate processing representation was introduced.
a myriad of complicated can be achieved by the electro-optical Multiplying two numbers on a digit-
processing operations. computer. by-digit basis, a numerical multiplica-

Its success is primarily due to the pro- tion technique was demonstrated that
found diffraction phenomena of Digital.optical computing could perform using optical convolu-
coherent fight. The essential merit of Credit for the first optical architec- tion operations. Next, the concept of
an optical signal processor is its ture proposed to carry out matrix- implementing a real-time convolution-
capability to process a signal in com- vector multiplication must be given to based multiplication was introduced.
plex amplitude, parallelism, large J. W. Goodman and his colleagues. The idea suggested was an outer pro-
capacity, high speed and diversified They used a light emitting diode duct technique with correlation
wavelength. Several processing opera- (LED) to generate a time sequence matrices. Also, a number of architec-
tions have proven to be more efficient vector, with a binary mask to control tures have been proposed to exploit
with optical techniques than with their the variable openings representing a the parallelism of optics. This is
electronic counterparts. These opera- matrix format to perform matrix- described in a survey paper by R. A.
tions are: Fourier transforms, con- vector multiplicatio,- ".nilar IED, Athale. (See "Read more about it.")
volutions, correlation operations and with higher acc'rcy opt,;Al architec-
spectrum analysis. The major advan- ture f-ir matrix-vector operation, was Matrix-matrix multiplication
tages of an electronic computer is its c..veloped later by others. They To exploit the parallelism of optical
flexibility, programmability and easy utilized a linear array of LEDs to processing, an electro-optical (EO)
accessability. (Optical signal prc generate an input vector and array of processor is used as shown in Fig. 1.
cessors are very inflexible compared acoustw-cpic '.e 'o represent a This EO architecture utilizes an outer
with electronic computers.) The ques- matrix formulation of vector-matrix product technique for matrix-matrix
tion is, "Can we exploit the efficient multiplication. To avoid the interfac- multiplication.
operatioit of optics and the flexibility ing difficulties, still others introduced Figure 2 shows the outer product
of electronics to come up with a a systolic array processing concept for computation. When the row and col-
realistic electro-optical (EO) architec- optical matrix-matrix multiplication. umn electrodes of a two-dimensional
ture that meets our computational However, the analog nature of the (programmable) electro-optic spatial
needs?" The answer to this question optical processing techniques limits light modulator (SLM) is addresse-1 1-v
is, oyes .9

First, let me point out that the Lgh, Sa , e

earlier development of the electronic LI
computer was based on state-of-the- lri I
art technology available at that time. MO"L" V s
It was a very realistic approach that MOSLM,
we should adopt for the development Polrter2of our electro-optical computer. L2 sda,

Second, the current optical signal Ga,,-g

processor can be regarded as a highly L3

efficient processing system like a high Image

performance vehicle, which requires Dico
human intervention to perform pro-

perly. Likewise, in order for an op-
tical signal processor to function ef- 

t g

ficientlv, * need an electronic com-
puter to lend a hand. The intervention
of an electronic computer is not for
data processing. Rather, its purpose cow,

is to control the electro-optical devices Fig I An Electro-Oprcal Processor
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- 10 11 Symbolic logic processing i S 22 2s s32S)
-f0 1 11 Basic optical logic array processing A- 22 50 - I

has been reported recently. Thus, a
programmable optical symbolic logic C-A 2000437S 1122S625

1Cu sie.trod, .  processor can be constructed as shown c ' 4040 3 17725
20 E-0 SLM in Fig. 4. A collimated light is used to

1 1-0 0LM illuminate three cascaded SLMs. The 0 0 000000 0

product of their generated patterns is 00 0 0 1 11 0101001)
1 0 o o then imaged onto a charge coupled 0, 0 00000000 00000000 00000000

device (CCD) area detector. The out- 11 22 0 1 2 1 11 1 1 1 1 1 02 2

put CCD data are then fed toelec- 0 1i 11001110 00101001
tronic "OR" circuits, before being 000 1 0 0 a 11 0 o o 1o 1 o0o 1

0 101 ) 10111 stored in a high speed memory 11 22002111 11111102
lii s u bsyste 10 11001001 11010101Id 0 01 1 subsystem.

As an example, a binary input pat- o I 1 oo0o' oo11 1 2 2 002 1 11 1 1 111 1 0
Fig. 2. An Outer Product Cornputatlon. tern A is subdivided into N x N small 01 11 a 0 1 0 0 1 0 1 0 0 1
two binary vectors a and b, such as regionscaled"logicels."Toper- o01

= 1101, and O = 0111, form the logic operation, the value ai 0000000 0 a Iooo1 1 2 2 00 21 11 1 1 11 110

(0 or 1) of each ijth cell are encoded 00, oo oo oo o o o o o o o o o o

the corresponding outer product with binary patterns, as shown in the
would be top row of Fig. 5 (a). We then utilize

a 2 x 2 pixel of the SLM for eachrI1[0 1 1 10 1 1i logic cell. The other binary input pat-
,, = V1 == .000 tern B is encoded in a similar manner,1 0o11 as shown in the bottom row of Fig.

5(a). These encoded binary patterns
It is clear now that a matrix-matrix can be generated with a microcom-

multiplication can be computed by puter memory subsystem. The
successive outer product operations, encoded patterns of A and B are then
as shown in the following illustration. written into the SLMI and SLM2, Fig. 3. Matrix Multiplication.

raa, aIb, b, b, ta,:j1 b,, b,2 bj j~a,1b,, b,, bid a, [b,, biz bj] transform the optical signal from
' aa a,, I  ,, + a,:1  every pixel (after the light passes

a, a,3 a,, bi b,b2 b3 a,,1  a3 a33 through the cascaded SLM) into ar-
a, a,,a ,ju b,, b,, ta, Ja,,] 1a,, rays of electrical signals. The four pix-

,el signals of a logic cell can be corn-

Such computations can also be used respectively. Since SLM I and SLM2 bined with a Transistor Transistor
to carry out the multiplication of two are closely cascaded, the combination Logic (TTL) "OR" gate. Thus, a
arbitrary matrices by appropriate states of aij and bij are represented by logic operation resulting from a logic
decomposition and summing. the patterns shown in Fig. 5(b). A cell can be expressed as

Since a multiplication between two logic operation in one channel is also
single bits is equivalent to the logic represented by a 2 x 2 pixel pattern Cjj = a(aijbij) + 0(aijb,j) +
operation AND, an outer product of the SLM3. (a,,&y,,) represents the y(aijbij) + b(aijbij),
operation can be carried out with a switching states (0 or 1) of the pixels
Magneto-Optic (MO) SLM. In other of a logic mask as shown in Fig. 5(c). where + stands logic "OR"
words, the row and column electrodes Thus, the combinations of these 2 x operations.
of the MOSLM can be addressed with 2 pixel logic cells would provide a total The spatial representations of the
two binary vectors a and b, and the of 16 logic gates. sixteen logic gates and the resulting
outer product C can be directly A CCD area detector is used to patterns are shown in Fig. 6. Since the
evaluated.

With reference to the EO architec- Loser
ture of Fig. 1, the grating in the L, SLM,
Fourier plane diffracts the outer pro- -SLM,

ducts of AB, from the MOSLM, to
form an elementary 2 x 2 matrix at
the origin of the output plane. As an L,

example, a 2 x 2 elementary matrix
C = AB representation of a 16 x 16 CCD
extended binary matrix is seen in the
experimental result shown in Fig. 3.
Thus, a higher order matrix
multiplication can be obtained by Memory
decomposing the matrices into a nd

number of elementary 2 x 2 matrices

and then performing the basic matrix FIg. 4. An Electro.Optical Symbolic
multiplication optically. Logic Processor. Microcompuler
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0 1 \-. ij[ o I where hm,n = exp[ -i21rmn j is also
GIN N

r- rn-Iknown as the transform kernel. To
Oii a!mplemenlt the DFT transformationS61 L in an electro-optical processor, we

shall present the complex transform
matrix in real elements. The cor-

8 responding real transform matrices
b I-U Wlj " can be written as

R, [h,... cos [ 21rmn
(a) (b) (c) c

FIg 5. (a) Encoded Input Patterns. and
(b) Product of the Input Patterns%
(c) A Logic Mask. lm[h,..j = sin 1 21mn 1

, O FF rt 7F 4T FS FS F1 r@ F1 , rjO r-7

F A A: b A 1-6 9 Xt ON NOR t A A RAW I which are the well-known discrete
F M Al A~i EU S IoU .U E' i ASi A A* Q icosine transform (DCT) and discrete

11 E MM M M M [] in [a 0 IB M sine transformation (DST).
0 a 0 0 a 0 0 0 a a I I I I I I I I Discrete Hilbert transform (DHT)

Mt M E *W J M M ,E E H IN IN NJ It is well-known that the relation-
o 1 0 0 0 I 0 0 a 0 1 1 1 ship between the real and imaginary
EM m tFMM iMMM iMM iM parts of an analytic signal can be

I 0 00 Io100 100 II 0 o idescribed by theHilberttransforma-
[i *] * , - [ tion. The elements of a discrete

0 00 0Hilbert transform (DHT) matrix can., o o o o o o o o be written as

NOTE. 1. C ON TRO. PA TU PN S 
h ., = 12 " i (rm -n)

2- INPUT PATTERNS
3-OUTPUT PATTERNS 0, M - fl. 0

Fig. 6. ReOresentation of the xteen Logic Functions.

final result of c11 is represented by an Since the output g,, and input fn

electrical signa, it can be directly can be considered as vectors, the Discrete Chlrp-Z Transf' rm
stored in the memory subsystem, above equation can be represented in (DCZT)
which can be used in the next cycle of matrix form, that is Another frequently used linear
operation.

It should be noted that the com- go 'hoto ho,z h*,, ... ho,,.
binations of the 16 logic functions are g1  h,,. h,,, h,,a .... ...
the fundamentals of the arithmetic g2 = h., h3, h2, .... ...
operations of a digital computer. It is
obvious that the proposed technique
has the ability to perform the gm- h,.-. 0  ... ... ...

arithmetic operation of two input
.or abbreviated as, transformation is the Chirp-Z

(g. =htransform, which can be used to com-
Discrete linear transformations pute the DFT coefficients. The

A discrete linear transformation where [hm nl is known as a elements of the DCZT transform
(DLT) system represented in Fig. 7 transform matrix. Thus, the different matrix can be written as
can be characterized by an impulse DLTs would have different
response hmn. The input-output rela- transform matrices. We shall now hm,n = expjiir(m - n)'/N
tionship of such a system can be sum- illustrate a few frequently used
marized by the following equation: DLTs. We note that this type of shift-

invariant transformation, as well as
n Discrete Fourier transform (DFT) other types of DLTs, can be im-

gm E fh.,,, m = !,2 ... m. The DFT is defined by plemented by an electro-optical pro-
rn I ~cessor with a systolic array process-

I n-I ing technique.
1 n~~~~k gmk- ~ fep-~mnJ, Since the discrete linear transfor-

F,,, N = 0 N mation can be viewed as the result of
a matrix-vector multiplication, the

Fig. 7. Discrete Unear Transform. 0 s m s n - 1, systolic array processing architecture
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Monochrome high speed incoherent optical
Light source method for performing discrete

LI Fourier transforms," Opt. Lett.,
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Fig. 8. An Electro-Oltical OLT Processor.

Acronym Conversion Table
can be used for the implementation integrating CCD detector, a high ADc - analog to digita converter

of a DLT. Thus, by combining the speed analog to digital converter
systolic array processing technique (ADC) and a serial-parallel defor- CCO - charge coupled device
and the two's complement represen- mater would be used. Thus, by ex-
tation, a DLT can be performed with ploiting the programmability of the DCT - discrete cosine transformation
an electro-optical processor as shown computer, various linear algebraic
in Fig. 8. This technique has a high operations can be performed with this DCZT - discrete chirp - z transformation
accuracy and low error rate process- hybrid optical architecture. OFT - discrete Fourier transformation
ing capability. And it is compatible Finally, by exploiting the efficient
with other digital processors. operation of optics and the program- DHT - discrete Hilbert transformation

An example of a DLT using the mability of electronic computer, it is
systolic array processing technique is the author's belief that hybrid optical DLT - discrete linear transformation
illustrated in Fig. 9. In Fig. 9(a), a architecture would be the logical ap- DST - discrete sine transformation
three-sample points discrete cosine proach toward modem optical com-
transform (DCT) matrix is encoded puting. However, much remains to be EO - electro-optical
in the two's complement form, and done in the development of electro-
multiplied with an input vector using optical devices before the hybrid op- LED - light emitting diode
the systolic array method. A discrete tical computing can become a
sine transformation (DST), carried widespread practical reality. We hope MO - magneto-optic
out by the systolic array method, is this article will stimulate interested MOSLM - magneto-optic spatial light
shown in Fig. 9(b). Thus, by combin- readers to produce more imaginative modulator
ing DCT and DST of Figs. 9(a) and hybrid optical computing applications
9(b), a discrete Fourier transform can in the future. SIMD - single Instruction multiple data
be obtained.

Read more about it SLM - spatial light modulator

Concluding remarks J i. W. Goodman, A. R. Dias, and "ryI - transistor-transistor logic
Since MOSLM can be addressed in L. M. Woody, "Fully parallel,

patial parallel mode, the whole frame
pattern on MOSLM can be switched .- ,-'-,=, ,,'w.u , l,.,,

in a very rapid manner: for example, ( -- w i ""a ') . " (.w, "rw"" "a0"'"
6.4 p5 for a 64 x 64 MOSLM; 51.2 ..J" .',, ,wu -, ,
ps for a 512 x 512 MOSLM. By or i i * , l --- -'
utilizing a high speed memory sub- .. . = L - --,,Sel ft l e -&I M2t am 1

system with a specially designed inter- .n appe ,". it.'
facing circuit, (the technology is
*vailab!c) a relatively slow microcom-
puter can be used to manipulate the
parallel operation of the MOSLMs. M Vq,,s,. omirrrru Fi$1ele400111110 |s:*w|-i l

This is known as a single instruction I ,: -9:. ,1:. "
multiple data (SIMD) operation. In : lg;-.. .J ,-I N
addition, with the introduction of a I 'I
microcomputer into the system, a .p4 irNIM0INUN I"' N I M"
man-machine communication link is ' * Pu ' m*1::C
also provided. To generate the systolic ' I" '
array formats rapidly, a table look up (a) Discrete Cosine Transform. (b) Discrete Sine Transform
structure is suggested. After the time Fig. 9. Systolic Array OLT Matrix Representation
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OPTICAL BINARY ADDER USING LIQUID CRYSTAL TELEVISION

Yong JIN and Francis T.S. YU
Electro-Optcs Laboratory, Electrical Engineering Department. The Pennsy'ania State Unt rersity
University Park, PA 16802. USA

Received 29 July 1987

This paper describes the methods of implementing an optical half-adder and a rull adder utilizing programmable liquid crystal
televisions (LCTV). The concept of constructing an optical full adder is based upon the realization of an optical read-only-
memory (OROM). An experimental demonstration ofbinary number addition performed by an optical halr-adder is given.

I. Introduction overcome this problem, the optical read-only-mem-
ory (OROM) is introduced.

Prior to our discussion, we note that the optical In this paper, we propose a multi-channel optical
binary adder, when used in digital optical comput- half-adder using LCTVs. This optical half-adder is
ing, is a basic part of the central processing unit capable of performing the XOR, AND, NOT, and
(CPU). Methods of making an optical half-adder and OR logical operations. An experimental demonstra-
full adder have been proposed by several investiga- tion of tlhe proposed half-adder is provided. Finally.
tors in the past few years [ 1,2 1. Having already built by introducing an OROM to the system, we can re-
a 4-bit half adder, Lohmann and Weigelt have pro- alize a 2-bit optical full adder.
posed a I-bit full adder that is based on the spatial
filtering technique I I J. In order to implement a I-
bit half-adder, Khan and Nejib [2] have proposed 2. An optical half-adder
an optical structure that employs crystal switches. In
addition to these, we have recently proposed a The logical operations of a half-adder produce a
method that performs XOR logical operations uti- sum S, and a carry C,+ I such as
lizing liquid crystal televisions (LCTV) [3]. The
XOR logical operation is in fact a key operation in S, = A, B, , (I)
a binary adder. C,+ = A, B, , (2)

The basic difference between a half-adder and a
full adder is the carry-transmission. A I-bit half-ad- where A, and B, are the input bits. Since XOR and
der, however, does not require carry input. Iftv -)bits, AND operations are required in a half-adder, they
A, and B,, are added together, the half-adder would can easily be implemented wih LCTVs as shown in
produce a sum S,, and a carry C,.,, i.e., S,=A,9DB,, fig. I. In the optical system, two microcomputers are
C,.,=A,.B,.Ina I-bit full adder, three inputs, C,, A,, used in order to produce the image patterns for A
and B,, would also produce a sum and a carry, i.e., and B onto two LCTVs. Two LCTVs perform the
S,=A,9B,RC, and C,+, =(A,@DB,).C,+A,'B,. In a XOR operations with the polarization logic in which
n-bit full adder (n > I ), the carry is transfered bit by the logical "O's" are encoded in horizontal polari-
bit from the least significant bit (LSB) to the most zation while the logical "'s" are encoded in vertical
significant bit (MSB). We stress that the main dif- polarization. To perform the XOR and AND oper-
ficulty in building an n-bit optical full adder lies ations in parallel, it is required that pattern B is writ-
within the realization of carry-transmission. To ten twice (e.g., B2 is the extra copy of B in fig. I

0030-4018188103.50 © Elsevier Science Publishers B.V.

(North-Holland Physics Publishing Division)
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Fig. I. An optical setup for 4-bit parallel half-adder: A, B, inputs: M 1. M2. mirrors; P 1. P2. P3. polarizers.

The sum, S, produced by the LCTVs is directly de- -

tected by an analyzer. The intensities of patterns A XY=X@Y. (3)
and B can be combined together to perform the log- In the experimental demonstrations, we used four-
ical operation OR, which is basically performed in channel half addition in parallel. We have chosen the
the intensity logic. We note that a polarizer set in the following values to reflect the general case.
contrast reverse mode can be used as a NOT gate.
Therefore, an AND gate can be implemented with A, =0, A2 = I, A 3 = I , A =0; (4)

the optical structure shown in fig. 2. In this structure, BI =0, B2 = I B3 =0, B4 =! . (5)the DeMorgan's Theorem is applied, such as,

1 0 0 0
P COINID PRISM

I 0 0 I Z

P

t 0 I 0

Fig. 2. An AND logical gate using three polarizers: X. Y. inputs Z. output; P1, P2, P3. polarizers.
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a

Fig. 3. An experimental demonstration otan optical half-adder. A. B. inputs; S. turn: C. carry

Consequently the output data would be, The results obtained, which include two input pat-

S1 =0 , 2 = S3 4 = (6) ternis and two output patterns, are shown in fig. 3.
St =, S =0,S3  I ,S~ I ;(6) Note that the distance between two LCTVs should

C1 =0, C2= C3 c=0, C4 =0o (7) satisfy the following inequality condition 3 1:

CIAs

Cv- tw

Fig, 4. A block diagram of an m-bit full adder.
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<d , (8) The simplest means of implementing a full adder
is to feed the carries bit by bit. This, however, is not

where z is the distance between two LCTVs, d is the an easy task to perform when using an optical pro-
width of a square resolution cell, and A is the wave- cessor. Nevertheless, with the addition of an OROM,
length of the light source. In our experiment, a He- an optical processor can perform the carry trans-
Ne laser oscillating at A = 632.8 nm is used. Since the mission, as proposed in fig. 4 and fig. 5. In other
resolution of LCTV d= 370 pm, we set the distance words, the OROM can allow a full adder to perform
between the LCTVs to about 20 cm (see fig. I ). addition in parallel without feeding carries. We fur-

Although 15 x 20 pixels were used to represent I- ther note that an OROM is a digital logic device that
bit data in our experiment, fewer pixels, as small as can be implemented with any binary logical function.
one pixel in I-bit, can be used in this experiment. To In a 2-bit full adder, the sum SS and the C.., can
reduce the coherent artifact, a white light source can be produced by S, and C, that have been obtained
be used in the system [41. from the output of the improved half-adder. Let us

now state the following relations:

3. An optical full adder SS, =A, (BB, @C,. =S , (1)

CC 2,=SC,. +A, BI =SC,_ +C. (12)

To add the new carry-in to the inputs of A and B SS, =S, DCC, = S2 -CC., +S -.CC2 (13)
at the LSB, the n-bit full-adder should have the ca-
pabilities of performing the carry-transmission (be- C. =, S21 C, +C2 "S +C, , (14)
tween the successive bits from LSB to MSB) and of where A, and B, are he input patterns, C,,, is the carry
detecting the overflow errors. For an n-bit full adder, input, S, and C, are the ith output sum and carry ob-
S, and C, can be obtained by the recurrent equations, tained from the improved half-adder, and C,,,,, is the

SS,=A,@DB,$CC, , (9) carry output of the full adder. We stress again that
the relations (I I )-(14) can be implemented with an

CC,= (A,@B,)-CC, +A,.B, , (10) optical processor using an OROM, as shown in fig.

where SS, represents the ith sum bit and CC, denotes 6. The logic diagram for this setup is illustrated in
the ith carry output bit of a full adder. fig. 7.

MSB LSB

EEE~fl CARRY IN - 0 (IN SAVIE POLARIZATION AS SOURCE LICHIIT)

,~I- CARRY IN - I (IN VERTICAL PO.ARIZATION WIT4 St'VEUF LICHT)

ILLISINATIVE LIGHITWITH CARRY INPUIT

LIGHT SOURCE

A 

P

Cl,,

Fig. 5. An improved half-adder.
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Si

C2

(a) S S

(b)?

C2

Fig. 6. Optical Implementation of an OROM for sum bit and carry out. (a) Sum bit SS,. (b) Carry out C.,.

cOverflow errors occur whenever the addition of
two numbers results in a sum which is too large or

c ,,, to o sm a ll to b e rep resen ted b y n b its. C o n seq u e n tly ,
the detection of overflow errors is required for a full

c? ,adder. This is done by utilizing the well-known rules,

'a) 
for an unsigned 

number,

E = Co,, (15)

SF 1and for a signed number,

E=CC..,(16)

cl. where E = 0 and E = I indicate overflow error and no
overflow error respectively.

s2 !Thus, in a 2-bit full adder, we would have,

E = CC, (D C . , = CC 2 , +CC 2  C ,,. (17)

IFig. 7. A logic diagram of an OROM for sum bit and carry out
(a) Sum bit SS!. (b) Carry out C_,.
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cc2 experimental demonstration shows that a 4

cou addition can be obtained. This result show,
, eral case for an optical half-adder. The opt

adder can be easily extended to perform 1

rays-number addition, by simply changing
puter program of the microcomputer. We

(.) no extra coding procedure is required in tht
der, since the number was automatically en

, rthe LCTV. To extend a half-adder to perfo
c E adder operation, we introduce an OROM

transmission and overflow error detection
tical architecture of a 2-bit full adder using at

cot is also proposed in this paper.
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Fig. 8. An overflow detector system. (a) Logical diagram. (b)
Optical implementation.
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Application of one-step holographic associative memories
to symbolic substitution

Francis T. S. YU. FELLOW sPEt Abstract. An experimental procedure using one-step holoqiaplric associative
Chenhus Zhang memories to implement symbolic substitution is described The proposed sys-
Sugansa Jutarnula. MEMBER SPiE tern as a whole is nonlinear. Experimental results of parallel half-addition are
The Pennsylvania Slate University presented.
Electrical Engineering Department
University Park, Pennsylvania 16802 Subject terms. optical signal processing- optical computing. symbolic substitton.- aSSO-

cilim- memories.

Optical Engineering 27(51. 399-402 (May 1985).

CON*rENIlS shown in Fig. I (a) may be encoded into the pattlerns shown in

I . lInroduction Fig. 1(b). Ibhis has the advantage of distinguishing logical 0
2. Blackgrounid and a void srace having no information.
3. Nonlinearity requireent The basic experimental setup is depicted in Fig. 2. A joint
4. lEitpcrintent Fourier transform hologram of an input and in output
5. D~iscuission pattern is first recorded as shown in Fig. 2(a V I lie ou~tpu~t
6. Conclusion pattern is then generated optically by illuminating lte Irolo-
7. Acknowlcdgment gram with the input pattern in the optical setuip elirwn in Pig.
S. References 2(b). T1o perform a Bloolean operation, thre A NI) funrctinr for

instance. four associative memories are required,. correisporrd-
1. INTR1ODUJCTION ing to four possihle combhinan,.rr ol two iputs. I Iris teclr-
Symbolic substitution was originally proposed h, dutairg'as niquediffers front the truth-table look-trp optical proces,,or,"I
-I means of l iii/ing the prirallelisnr of opu' _rlorondigital which hasically applies thre interferonreti ic srrhira~crioru
couiutog. Sote possible implemenlIxin t1 01 5yn holic Subh- techIiniquei.
stitution have been demonstrated b-- ;fr etC al,?' lsaio et 3. NONLINEAII R lEOUIIE N V
al.. and Casasent and Ilotlra. Rce,- ..iy, we proposed two
melthods for the optical irnpler'rnlation of symbolic subs;titu- loitlra, Caement. and flarirard 11piirred oit tMartn coritrarlic
lio, based on 11) a two-ster- Vrander Lugt filter, which was lion would be present if nhinrear frologfriplic flfter %kcre iil to
also pointed out by Casa- nt and BothraI and was applied by perform nonlinrear logic operations fr~rwtno orie
Pack and Psaltis.' and (2) one-step holographic associative the symbolic subslitrliuro frrr tire AN!) furrctiorr. Witih tire
netnories.' 1 it this -p)dpcr, we demonstrate the experinmental four possible inputs denoted as 1,,fx, Y). lot (x -Y). l~ix -Y).
verilicrition of syntoolic substitution using one-step bobo- and l,,(x.y). the four AN!D outputs ire
graphtic associative memories. O(.)=0,XY 1(,) 7rixy

2. BACK~ltOUND 01 1 (x.yl = onefx.y)
Ufnlike Boonlean logic, symbolic substitution recogni7cs niol
only a combination of bits but also their relative locations.' where zeroll . y) and oniel x, 5) are thre prtltr it replecciring
I lie output is not just n single bit but rather a combination of binary nuilrbers 0 arrd I, rcspctiscis I lIc ii-1rrprrt spa l f rrrrc-
bit% iositioned in a particuilar mranlner. Figure I(a) is a schec- lions are comorpsed oif thre fuilliwinig-
nna tic d in gi xin III ytirbolic subst it utioni logic. Symbolic sub-
stitution is essentiailly a combination of recognition 2tnd li.x .yl = zerofx-a, .y-h 11 4- ?rrolx-a, .y-h,l

Nblstintion phases. 'I Inereflore. optical associative nmenmories
may lie applied to construct ai symsbolic substitution logic I.,(x .yf = rcro(x-a . y-bl 1-no - .- ht

system. In1 this sysems lorgical I aind logical 4I rile etncuoded in (2)
certaini spaitial patierns. I-or examtple. tire logic patterns 1,,(x . y = oncfs-3 . y-b,) 4- /rrn( x-1 . y h,t

Ili~)= onets-i, y-h,) 1- orf-1.-t,

limnicol flricr S1'-1t01 rcccired No,, 14. 19117; euiswd ncnnscripi retmiud
l th .?0,1997 accutird tior putilirrrriin Wec 2U1. 1987: iccciicd h) Mnlip~ing where Ia, hi) and (a2. b2( are tlI Plosit rots otire tltfir;t nird
I dil t r 11. 1" P~aitirtions~ol this paper wre ptesenied r% piper 1183. 15 at second input bits. Coisieriiig tie Itolonra 1pin liter itrg as a

ie Sl'tlC cmnflerenee 11lgra~pnic Optics: ltcsitin and Applications. Jan linear system, it is seen thrat
13 14. t'9ttt 1 os Angck-%, Cotit I tie paper presented there appecars tInrel-

00 19%M1 Sextet) of t'lriin-opiical Insirunicnialiion Engineers. 1,1( s .Y) = l~iX .y) 4- lIIfX .YI - l-(-0.I i
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CCEa

0lal tus, Sa C mnaws a E sn

Fig. 3. Combinations of Inputs and the resulting sum arnd carry.

Fig. 1. (a) Schematic diagram of symbolic substitution logic. fbI Log- *. *
ls 1 and logical 0 enicoded Into certain spatial patterns.

LA111.4 *4

Pin , H Pau

LAHR NW %

4.4

t~ilS NW

Fig. 2. Is) Recording of joint Fourier transform hologram of an Input
and an output pattern. Ibil Reconstruction of output from an asso-
clated Input pattern. Input pattern Is also observed In the output .

plane due to the do tams of the hologram.

and the corresponding output must be

0O, (x -Y) + 0 10(x -y) - O0(x. Y) = zero(x. Y) ( 4)

which is contradictory to thie logic output I

O,1(x'y) = one(x.yi 5 Fig AI i)Input pattern superimpnssldwittiR cflss flonclhi giiriin
the spatial modulation tviciiquit. 11,1 itotngriii iidicni"Ia thiat multi.

To overcome this problem, the system as a whole must be pie spectra occupy th, lout quadrants of the@ Fourier paes'.

nonlinear. We conducted tile experiment in the same spirit as
those of Refs. 5. 7. and I I and the first method described in We implemented a Ir:tlJ-nddel . ill% h Il siuit (X(Ik Ill uit-
our previous letter,"'that is. as a process of independent multi- tion)i nd carry (AND) ltictiri) arr~ lic~iotivicd -tiuridta:
channel correlations. nenusly fromr tile ;t;Ifc dalii I luk kq alt CxamirpIc '11 111c

realiiation of ntultifule-imiictioni iutimiiplet~ dl NI INID)~t
4. XPRIM NTarchitecture utiiiiitg tltc pamrnlclisit (11 rrpiicq I out coiiihilia-

We used photographic film as the input transparency. Nine lions of ituput and thle coiii ,e idiitig iruipur crrtrititu (At
pixels were required to encode one bit, as depicted in Fig. I (b). suni niid carry arc iliivicd i I it! I I oitiplcttwrit fItir

The patterns representing I and 0) cannot be orthogonal since as-tociati' cintrc- itt .1 iiglc lrulopi rtm. %%v tiiplictl ir
the orthogonality will eliminate the association of two pat- spatinl modulaiut lecitiuiltc., ill "lurch :Ili .artul i irrat crui~
terns. In other words, the two patterns must have overlapping Ronctti grting "~a, -zoperitpun.er %%ii it ile iuj paulitt it In

* spectra in the Fourier plane in order to yield a good holo- gi~e multiple carricr licqlucticic". :i% ~lOqm utOrierfil icatl\. ill
graphic image. Fig. 4(a).
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Fig. 5. Experimental results showing direct associations,. obtained using only one uncovered quadrant of the hologram for each association.

Fig. 7. Experimenital result shiowing tfir nssosciation bntwntrn four
Fig. S. Experimental result of 1 +1 half-addition. Inputs with a ltte of 0 40 Only one dnrinit otitptt pnttntn was

observed. as wes expected Icetry =0. stis 01.

In Ithe synthcsis of thc hologriphic filts, a mask was pattern I los, it is sccit fotoIt ftc cxlpci ittcuts I hat time %%hole
employed in Ihe Foorier planec such that eaceh itnput combina- systemt is nonlincnr I or comtpatt sim. I it, 7 slimi lthe output
liotn occupied totly tone (tloa(ratlt oft the Footrier planc. as when foist iutpt cominimat minte msmwi~ilml ini uonly noe
depicted itt Fig. 4(h). I his nuolliple-%pectron configutration memory folv one qt(ltatt IIt ml li mmlmgtmi I Ile itiptu
enhlances the dynafnic range of the hotlographic filter." It is associated %%:it tihe filltr pmmdmtcem time dmtmmmmtt1m ottpt
important in note that this mntilt iple-spect rtit configuration pattern.
maty also approach tuonlitucutity sinee it is very common to
obtajit slightly different banidwidths lor diffcrent associastive S. DI1SCU SSION
nmemorics. In the fitnal stage, a video mnt or system %%as 1heasneotmectaitimt fImmrtvmm eesImmtl
atpplied in the symcett to detect and Ilthotld thet hulograns. in the flo ning iliscottioi I m thme c.-se itt% i mcl the itmput is
gentiaeth ouilu.tm . a Ltarlcr of the itipot ctmetgv lasmmmtc 11) -Aili he

A set tml expecriinittil rt.%uts is shtown in Pig. 5. these incjitcitt i ltimetitidtnt asmuciitmI with 1,( N) I tc ontiat
direct anssociatitons west: otatind usittg otnly one uncos cred 0,Xy %l 1%cattlitmt i ' TU hti
qttadrat oh fihe htinlograin lb cachi associatina I1o perlorot I fu Iiaeattlimettyo : ilti
parmilBel ha lf-add ition,. thle cot ire Itologra m was tincovered. An
exit spie of part llc hit ll-adndif in. i.e stomand carryombtaitncd ~ l.yl~xi
itt parallel, is shown in Fig. 6. Both Pigs 5 and 6 were taken JfJ 0 ,(yjdxy= 4 a F (6)
Irton the video monitor alter Ithrelmintg. Altltogh cross-
correlation still exists. the dominant owttt is the correct logic where a is the energy dtlltactio effmcieticy ofii limmogtnmo
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A quar ter of the input enerpy (tA E) also will be incident on Y. F. C. tPseI :1111. t) P'Jli'l. -01011:1 0110:11 I'l 4--%,,
the quadrant associated with 1,&x, y). Since I,, ( x. y =ad-i lllrlt. or V~i PO I~*~.~i .11 4 g.i TI I. ~sI
Il,(x,y) 4.IW(x ,y) - I9,(x .yJ [Eq. (311, the output from this 1191.91.
quadranit is 0 (x. y) plus the noise N(x .y) coming fromi the 9. C C Gicoan 1~t. K Gqhm,,i- I f11ith I, ip..
crosstalk between ll,(x .y) and 1,,(x , y) and between l11,fX, Y) tg (~ C. (,ucst. 1. K1. tK l,'.ktii nmI I K. (;:,tI...I t'I I I'll iand I, (x, y). Therefore, the output pat tern Ot,, (xa. y) will have p. .cr .iltpt thiri3 ig,i ~:ii .. .n it ,it I... L I -.s is. -,
atotal intensity lower than V4 a E. It is seen that 1 1  

Or, 2't 41. 14.1.1 ilvXil
II .tst., ) C ol I',gss .5 1 14,s:,, ,f'' i l .iisi.. 5'i l~,,

J'JlO.(xY) N~~yj~ddy I12. C 7111 fi. "Ss,1c :,pptimls ,1il %I;,1~s ss.11.Iss11". ,iss Is-sqssitI
a0,xy Nxyldd E 171 ,,*foci7. -~ Acli Ol)'i~;s ijsj 112(5. Ilii 0t45IN

f4 . S.1.S .Iuilsls., eria' t. %k' I ;I.-'!, i iim, giI .;I.,-,

Thus 11997).

SSI10o,x~yhIdxdy < aE (8)

The other two quadrants follow the same analysis. We may
conclude that the output pattern O),t(X.yl + O,0 (x-yl -
Otg(x~y) = zero(x,y) [Eq. (4)] generated from three qund-
rants always has lower intensity than that of the output pat-
tern 0,,(x, y)= one(x, y)[Eq. (5)] directly generated from filse
quadrant associated with l,,(x.y). Thus, a thresholding pro-
cess can be applied to hardctip the total output pattern and
result in a clean pattern O,,(x,y).

6. CONCLUSION
We have demonstrated an experimental procedure to imiple-
ment symbolic substitution logic using one-step holographic
associative memories. In thseexperimrent~a spatial modulation
technique was applied. 1 lie spatial modulation techique
gives more flexibility in the filter iynthesis than the multiplex.
ing technique since the hologram has a limited dynamic range.
It is seen that the constructed system is nonlinear. A very
simple example of MIMD operation, i.e., parallel half-nddi-
ton. hs been shown. Utilizing real-time spatial light modula-
tors such as LCLV. LCTV. MOSLM, etc., a (till addition may
be realized by multistep substitution.' If the final ctoss-cotie-
lation can be totally eliminated, the proposed one-step htolo-
graphic technique may be superior to the pinhole sampling
technique,' since the one-step technique Is fully space
invariant.
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Optical architecture for acousto-optic space integrating correlator

Francis T. S. Yu, FELLOW SPIE Abstract. An architecture for a real-time signal correlation based on optical
Toshio Nagata, MEMBER SPE joint transform correlation is proposed Two parallel on-plane acouxto-optic
The Pennsylvania State University (An) cells and square-law converter are employed to produce cross cur elation
Electrical Engineering Department of two electrical signals. Arrangement of the two An cells on the same plane
University Park, Pennsylvania 16802 permits this architecture to be implemented in a compact form. The proposed

architecture has a capability of performing parallel multiple cross correlations
by addition of AO cells on the input plane. The theoretical analysis and prelimi-
nary experimental results are presented.

Sublect terms: signal processing: acousto-optic signal processing. joint transform corre-
lation; digital communication.

Optical Engineering 27(7), 507-511 (July 1988.

CONTENTS correlasor. Two parallel on-plane AO cells arc employed to

I Introduction convert electrical signals into acoustic strain fields. A itrn-
2. 1 henry form lens produces the joint transform of the optical patt ern
3. 1 hree-cell system induced by the acoustic strain fields. A square-law converter,
4. Experimental demonstrations e.g., a liquid crystal light valve (LCLV). can extract the joint
5. Conclusion transform power spectrum. I he inverse Fourier transform of
6. Acknowledgments the coherent readout ofthe square-law converter provides tie
7. References cross correlation of input signals.6 I

Since two AO cells are on the same plane, the proposed
I. INTRODUCTION architecture can be implemented in a compact swstem. By the

Acousto-optic(AO) signal correlators have been of particular addition of an adequate number of A) cells on the input
interest in such applications as matched filters, ambiguity plane, this architecture can he easily extended to a system that
function processors, and spectrum analyzers,- 4 in which real- yields more than two cross correlations. I his feature is impor-
time processing is indispensable. A variety of architectures for tant for digital communication in which dillertct waveforms
signal correlators have been developed. These architectures are used to represent dillerent mcsages.
can be categorized into two basic types: multiplicative and
additive.' In the multiplicative type. the laser beam is sequen- 2. THEORY
lially modulated by two successive AO cells and detected by a Optical setup of the proposed correlator is hon in Fig. I
photodetector array. in tie additive type, the laser beam is Figure 2 depicts the geometry of tihe input plane I wo A0) cells
split into two paths, each of which is singly modulated by an (AO, and AO,) with dimensions a and harc inserted in the inpitt
At) cll mid combined on a photodetcctor array where plane with centers at (a/2, hl/2) and (a/2. -lht 2). Both AO cells
square-law mixing takes place. are operating in Bragg regime. Narrowband input signals s,(t)

This paper proposes an architecture for a real-time space and s,(t) induce acoustic strain fields in AO cells. We assume
integrating correlator based on the optical joint transform that the complex wave amplitude transmittance fonctions of

AO, and AO, are g,(x,y -- h/2,t)a n, g 2(x y + ht/2. 1). respec-
Paper 2379 received Feb. 5. 1987; revised manuscript receiked Feb 3. 1988: lively, where x and y are tie spatial coordinates along and
accepted for publication Feb 3. 1988: received by Managing Editor April 19.
I 938. perpendicular to the axis of acoustic wave propagation, It is a
0 19148 Society of Pholo-Optical Instrumentation Engineers. separation between two AO cells, and I denotes tithe.

36



YU. NAGATA

tCoht Input .nt L, "re tltIaking I he iltput enid of AO cetisas the origini oflIthe -:1 xis.
lih Ilaelgh ,, g,fx. y. ) and g,(. 5-.t) coit be %%tittcii aIs

- AO, B

Fig. 1. Optical setup for an scousto-optic signal correlator. AO and
A02 -cells: L, end L.-Iransform lenses: L~2 and L.-magnd'ytng whtere
lenses; S-square-law converter: SS-besm splinter.

b b

-y is I he inidulat ioii depit. t md iq is omidtIcitN inl AO) ceis.
For small -y, FEqs. (7) and (8) c.-n he :ippioxitiilitd hy the

AOA01following 
eu tio nls'

'Ilihe first lirl,.; ill t11c binekets (if Ut(Jq (Itt liid I)CollusioiidI

Fig. 2. Geometry of a two-cell system. arec iominatcd by spatialfilie, 0g. lFqs (It) nod(II) c~lll he
reduced to

Two input signals sift) and s,(t) cats be represented by"

S, (I) = 5(t)cos(wut + 01(t)I 7

s,(t)- =-i a(tc s w +IV( )
gil) 2(1co[DA+ 02()]I wo-dtnllensiolinh Ftilt spect " i a o g, N~ I ;111i1

I'(t) + i(),(2) gj(. %..I) ire produced ol lte IocnI lihme Mh lens I~ Ithe light

where distribution G~ir. /3) ot the loc:it ,11ici (:lit he flio%'. it a,

11(t)~~~~ =cxiipju)(3

2 041

11(l) = a,(t)exp~jO,(t)j. 45) '.'.icic . dciiote the 2-I)spliai;iI I .mitici ii:iipto i pui:tioi1

1,(i) a1(t~xplj*(t)J .(6 told (J(o1Jl)dd (;2(o.(i.t) nie ttie I oillier spctia iii
gxy .t) and I~s.~ t ec '. et\%C

Herelii(t) and 1,0represent complex envelopes of s,(t) ad Intetference Irioges will he geoer:,ted h% sopleffpositionl ol

sI(I), respectively. tit(t and 02(t) represent phases, and ulit a (;a.Otan ,oj LmL.%iltupi1 heeipc

carrier frequency. The superscript asterisk represents lte onto file square-lass coitserter S I lie imntel isititboth', ;it

complex conjugate. The terms 3,(1) and 1,(I). having no nega- lite output end of lite squirc-la%%s cot,'. ettr Call be %%itten is

tive frequency component, are the analytic signals associated WIc- itI I = W, In. /1,th' 4- /1t' 11 i
with s,(I) and sl~t). Thte two terms of Eqs. (1) and (2) corre-
spond to thedownshifted ( -l)diffraction order and upsttilted + t t;t,(.
(+I) diffraction order. Either downshifted or upshifted dif-
fraction order can be observed in Biragg regime.' In ihe follow- 4- /1ji~t(ti t.tUt. 1) it15)

ing discussion, the downshifted components]I,(t) and i,(t) are
assumed. where lte niagiiitaio,, cotlsait11 is iiiiititt fo iii iii'.It
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ie hecIerent readout ol thle square-law converter induces a whcre
lih II field p oporl ional to 161(a..12 . Since side lobes of4
It. ! ".fl. 1) Pire negligible. a circular spatial 1111cr iii fromt ol i= + a + X)>( 4 )1 (22)
lens l.), which exilacts interference fringes around (lie main r 2 x
lobcofl'G(a, fli)I 2. can he employed to reduce the dc lesel of
the output. Thc transfer function of this spatial filter W'(a,#j)
and its impulse rcsponsc w'(x,y) are given by Therefore, except for the sviidow fiincloui, thic coticlamoli

peak intensity is propurtililat In the stillaic va'loc (iftile ctoss -

d! correlation of , and i&_
I 4 If signal duration is longer flan the cell lengh or tce fcit

W'lo./J) =(16) of wix .y) is not ignorable. only partial coruelation can he
1) otherwise obtained. We note tliat thle cross correlation Carl he ohtained

ad 'd'only if the frame rate of tlec squarc-law converter is siulli-
w~~x~y) = - I I~-) (17) ciently high. For example, il thesgmal tae1t, so rlilIIp'xY '271

P aperture of the AO cell, thne nlecessary frame late is ahnut It00
k liz. Unfortunately. withl the current stage of technology.

where such a high frame rate is not achievable in existing square-law

2 converters.
P! = P, + q, 118) Let us consider thre special case where s,M 't 0 ()

J, is the lirsi-order llessel Itinction of the first kind, and d is the 2Acoswi. This simple case is importanlt for an applicationl to
diameter of the circular aperture. the particular digital comirmtlnicatirrn systemi such as tile fre--

1 hie complex light distribution at the output plane can be quency shift keying, in which thre Ireqiticlley carries the signlal
shown as information. I lit analytic siglial (3i 2Acus tot is giveni by

Six.y.t) = [Fts,y~t) + Rt,2(x.y.tJ+ R,,(x.y - h,t) !(I) = Aexp(jwt) .(23)

+ Rz,(x~y + h.1)] * w'(x~y) (19) We get the joint transforml power spect ruill as

where G (a. 0) 1  2 -yIA W (o+_ 0

= fJ'io + x.01 + y.Ig*(o,.jtIdrsd# (20t) +cp il~ ljW *

and the asterisk and thie superscript asterisk represent + con-w ~4 f)
volution operation and thle compl-x conljugate, respectively.

originof theoutput plane. Rt,2and IA,, are the cross-correlation +- (I-cotl

terms that are centered around y = hiand y = -h. respectively.
We nlote that these cross-correlation patternls are magnified by r I(\ /h

lens 14 for convenience of the observation. W110.0) =ab exp H- -) ine I-Isine I--) - (25)
fly substituting Eqs. (3) and (4) into EqIs. ( 12) and ( 13) and 2 \(2 rrI 2 f'

ignoring the window effect (bollh w and w'). tile intensity whlere W(rs. 3) is tlie Fourer trainlorliv oIf tile recitlglllar
distribtution at y =Ih can he written as window fulletioll w x . y). I ime variable t is omlltd 5111cc

M. PJ . 1,)~ 21 is assunrcd to he quasi tilme inhlependellt. I le
4- 4- inverse F~ourier translorin of Lq. (24) call he sh~own as
fg'(0 + K..I)g'A..0dod3

--- glit.y) = y'A'xp (-j ,

- ~ v2 0 + ) X ( do XI21((x.y) 4- R(x~y - It) 4- ts.y +-h)t ( 26r)

where

?h? ItRIxy) (x.y) 0 w(x .yI

v (~~a -Isil)Ib -lJyl) l x 14 5 . I Sb.

y~h' (- ~It)oltherwise J27)

- 16 v1  2 and 0 denotes thle corelating, opiclatioo.

38



YU. NAGATA

Fig. 3. Correlation receiver.
tat

3. TIIREE-CELL SYSTEM
The system discussed above is easily extended to a three-cellh
system where three parallel AO cells (AO, -0~ are placed at the
input plane. We assume (hat the separation between AO, and
A0 2 is ht, and between A02 and A0 3 is h,. For simplicity, we
neglect the window effect in the following discussion.

Three electrical signals s,, s, and s, red into three cells
induce complex wave transmittance functions g, g2, and g3.
respectively. On the focal plane of the Fourier transform lens.
the light distribution is obtained, similarly to Eq. (14), as

G(ap.t) = expf-jh,/3)Gl(a4.. + G2(a.0.1) I'

+ exp(jhjt)GjfojJ.t) (8

At the output plane, we obtain spatially separated cross-corre-
lation functions that correspond to each pair or sl,s2 2 and s1 at
points (0, ±h,), (0, ±h2), and (0. ±(h, -+ h2)). We note that to
prevent the correlation distributions from overlapping each
other,* h, and h, must be sufficiently rar apart. The expansion
of the above discussion to a multicell correlator is apparent.

The three-cell system may be significant for a digital com-
munication system in which two different waveforms are
selected for transmission to the receiver. Suppose that s, and

are possible waveforms to be transmitted and that s2 is a
signal received by the observer. Since the intensity of each c
correlation peak is proportional to the intensity of the correla- Fig. 4. Expemiiotl m w iulti tel ii ititlil'irire tInitqss.
tion function, the received signal can be interpreted by a IbI read-out loiierriire thiqir. mid Icl owiiil cooritirio peaks: tits
simple decision rule,"@ such as Center spot Is the zero ourder difIacchoto

choose s, if intensity at (0,h,) > intensity at (0, h2)
Figuwre (a) hou% t Ihe itiut 1 1 ~ii I i ~I,Il I'ill III cd 1% lie

chsoose sj otherwise .phase dittecut: ofi miuuiuutdi IipIit m iii t lioi both tell-;.
A block diagram representation of the correlator is shown in 1 lie cosine IcrIiii Iof I 2,1 1(1 %iit tli I icI t iit.! ,i/v i-; ctlul

tavelerlitli of ihili,,,iioll I itiui* J~h '.Iuiitt ,,ivli~tcit-C

4. EXPERIMENTAL DEMONSTRAI IONS fringe% wfilltiu nutv the I (I V' I1 fi oitiIlu hI ing~cc ill

Tliexpermentwas onduted illthe etupshow in ig. filte back!rouid ictifecwi itui titit, i' itIi inttimlu icIlcc-
We used an LCLV as a square-law converter. Since fihe lins airi e ll. t muc lill l~t~IIiit itsk Co he Ilc'cli
response time of the LCLV is slow, the system can be made to nated by ~j;ilial filtituig I iviov iti Ihu k low 111. gijColic-

-operate only for periodic signals. A pure sinusoidal signal at latiotii peaks ohtit %iitt life N1.11ip of I il, I
frequency 65 MI-z was applied to both AO cells amt input
signals because the sinusoidal signal makes the experiment 5.CNLSO
relatively simple. The separation h between two AO cells was ~ CNLSO
about I5 mm. The aperture dinensions a =5 mm and b = V W ie ul~ (elloIiuI(i(i itud ,114i1i t iilih I til 111 :11 C:,ul fie
3 mm were selected to be sufficiently small so that a larger applictd to aCliuooiiplii i:1( c ilii 1!:1 iii! (ii il it iolt I he
main lobe can be obtained (see Eq. (25)]. correlationi rcaikst; cit-btlimidi fit ih liliii ofiiitut %iptls
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cal i e read oit sinmultaneously at tlie ouitput plane withI a
(TI) array cameta hir signal interpretation. Thte on-planec
sit titlilie tit te ti4)t oo(dl imfc-sigmil otica~l cIrrelatlor wtiltl
enable uts Io implement lte systemt in a small puckage by using
relatively Jcw optical components. 'Ibis system may be appli-
cable to spread spectrum commnunication as a frequency
lioppiigi signal receiver.
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MFSK SIGNAL DETECTION USING
ACOUSTO-OPTIC JOINT
TRANSFORM CORRELATOR
Francis T. S. Yu and Toshio Nagata
Department 01l Electrical Engineering
The Pennsylvania State University
University Park, Pennsylvania 16802

KEY ITERMIS

A couswto opric cel. joint rrarrsforr crrrrelatr. frcqern(vilit/t A ei og.
signal detection

A BSTRAC'T
A multitchann~el acoul io-toloie joint Itrantfrrn r relaror it porrerto

On-~plane aroutro-optio (A 0) refit arid a qqrc tat% (mot crier are ri

plot ed. The A 0 el/s are driven hi frcqiicrrrrr/ii tlfledc iciprrsl

signals to produce ipriralli 7ri/dtdsgihlrepjilpit trart/rnr r0o cc
spectruni it Seneorated %r. t/ a rqriare/r unrrrr Pt run ic tire

tru,1 forniration %. t/i a trirrrt riijrl,mr. tine Irm r,, rcrrhri t Inptuprt

signpals can be robtained Suntc ithe atint cn te ,III r 'i r ir'hatrli

srguralr. it rti he applied to dcer t ruthrple freqtptu r ibir Actimq

(At FSK) signals

1. INTRODUCTION

Recently, we have introduced an optical ay! ilectitre for an
acousto-optic IAO) correlaitr haisct (i opticailitrou transform1
correlation IlI Two parallel oriplaiie AO cells %%ec used to
produce cross correlation beci~cen t%%n tempoiral signaks We
have noted that the proposed systemi i% capable of processing
signals that are modulated by frequency shift ke~ing (FSK)

In tis article we will expand [thc conccept for 3 mutliple
AO cell system that dcalq with mtiple frequiency sienlit, zn
that highter comimnication throtigipm can lie ohlaiuced 1 l1e
proposed multicell. rmultifirequcncy sssItml kistiiialc for the
application of detecing miultiple frcqmunv 061i ft c~ jug
(NIISK) communicationsinl
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2. ARCHITECTURE window function of the AO cells, respectively. Note that the

Figure 1(a) shows a schematic diagram of an acousto-optic window function represents not only the aperture size, but
joint transform correlator (AJTC). This system consists of an also includes the uniformity of illumination, misalignment
array of AO cells at the input plane and a liquid crystal light factor, and roughness of the crystal. Thus, the light distribu-
valve (LCLV) which acts as a square-law detector for the Lion emerging from the AO cells can be written as
composite Fourier to power spectrum conversion. The geo- e(x. y, t) - go(x, y + (N - l)h, t)
metrical locations of the AO cells at the input plane are
depicted in Figure l(b). One of the AO cells, which is referred N yZ g.(,,x,- h(,,-l),t) (3)
to as a reference cell, is driven by a local reference signal A-1
so(t). We assume N - 1 number of signals s,(t), received
from a communication path, are fed into the other N - 1 AO The Fourier transform of the above equation through a
cells, which are called signal cells. If all the signal cells are transform lens L . can be projected onto the input end of a
equally spaced on the right-hand side of the input plane, the square-law converter (i.e., LCLV). The lens Lq was used to
reference cell would be placed on the left-hand side at a magnify the joint Fourier spectra, such that the interference

distance Nh apart from the optical axis, where h is the fringes would be within the resolution limit of the LCLV.

spacing of the signal cells. Thus, the cross correlations among Since the readout light field of the square-law converter is

received signals would be diffracted within a distance (N - 2)h proportional to the square modulus of this Fourier transform,

from the optical axis, while the cross correlation between we have N/-I

reference and received signals would be diffracted away from IE(a,)12 - E IG(a , 1)i
those undesired correlation spots. M-0

Now assume that the input signals s.(t) are narrowband N -I

signals, which can be decomposed into the sum of two ana- + E G0(aB, r)G,(o.0, t)
lytic signals ,-

s.(t) I () + .(r) n - 0, 1, . N - 1 (1) xexp[ ]h( N 4 n - 2)1
N-I

The corresponding transmittance functions of the AO cells + T_ Go(' , , t)G.(, r )

can be approximated by (21 M-1

xexp[-jh(N 4-n - 2)]

g.(x. y.,) j.(r- / .(x, y) N-1 N-I

n-0,1,2 .. , N-I (2) + . G.(a,Pr)G.(a.I.f)
,,-l -I

where y and w.(x,y) are the modulation depth and the xexpt -jh(n - m)] (4)

Coherent Input s oetOutput

light plane Coherentplane

igt) p

-- sift) •OjLjO

A0 1 k - Stop
AO, BS p C

A0 ' ( tat )

80C

FIgure 1 ta1t Muhticell. rnultirrcquency acousi.loopttc Jolni transf'ofm correlator" A01 .- i. acoutIo-opti" €cilt. I w nd I , trin'tnrn Ien~cs,
L, and D,.. magniflealion lenses: S. square-law converter: OS, beam splitter: F. spaItal fither. C. grating tht The input plane geernctr, of the

multicell system
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where G. (a. P, ) are Fourier transform of g.(x, y, ).

The complex light distribution at the output plane would
be

Frequency

N-1 fni. 0 0 * * 0

e(p q ,) - Y R,,(p q) • • * * • q ,
A-0 *0 *0 0 se * 0 90

N-1 .. *** :+ E R 0 (p,q+h(N+,n-2),) ,)

A.;. AO,AO.

N- Cell postion

+ R.o(p,q-h(N+V -2),)
q

N-I N-I

+ R,.(p,q - h(n-m),t) (5)
n-1 M-1 Figure 2 Output correlation spots

where

. f-00

R.(p q,)" J J :,(a- -p,$+ q,,,

xg*(a, 0, t) dad# (6)

The first summation of Eq. (5) represents the autocorrelation
terms of the input signals, which are diffracted at the origin of
the output plane. The second and third summations corre-
spond to the cross correlations between the reference and the
input signal terms, which are diffracted in the vicinity of
(0, ±h(N + n - 2)). These correlation spots can be separated
if the spacing h is sufficiently large. The last summation
represents the undesired cross correlations of the input sig-
nals, which would be diffracted within the distance (N - 2)h
from the optical axis. Notice that these terms are separated
from the desired reference to input signal correlation spots.

Also note that the correlation spots from the second and
third summations represent the frequency content of the input
signals, if they match the reference frequencies. The position (a)

of each correlation spot indicates that the signal cell has the
same frequency components as the reference cell. Because the
frequency components are diffracted to the same correlation
spots, the actual temporal frequencies cannot be determined.

To overcome this problem, gratings of different spatial
frequencies are added behind the square-law converter as
shown in Figure 1(a). A linear array of bandpass spatial filters
were also introduced to reduce the zero-order diffraction com-
ponent. Since the AO cells diffract incident light at different
angles, a series of Fourier spectra along the vertical axis can
be obtained. If a signal contains one of the frequency compo-
nents of the reference cell, linear interference fringes would be
produced in the corresponding Fourier spot, which determines
the horizontal location of the output correlation spots. The
gratings behind the square-law converter will separate the
superimposed correlation spots in the vertical direction. One
of the possible arrangements of the output correlation spots is
shown in Figure 2. The correlation spots within the dashed
box represent the frequency content of the input signal cells.

Two experimental demonstrations using the three AO cells
were conducted in our laboratory, where the center cell was
used as the reference signal. In the first demonstration, a Figure 3 Experimental results for a three-tcll %tcm (a) Output
signal with frequencies of 50 MHz and 49.75 MHz was correlation spots obtained ',kih matching tv~o frcquenctcs (h) Output
applied to all the AO cells. Circular spatial filters 4 mm in correlation spots obtained w.ith matching one of the frequcncics
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diameter and grating frequencies of 4 and 8 lines/mm were (e.g, LCLV), in which the response time is in the order of
used in the experiment. For convenient illustration, photo- milliseconds.
graphic film was used as the square-law converter. Figure 3(a)
shows he four output correlation spots obtained with this 4. CONCLUSION
experiment. In the second experimental demonstration, signals In conclusion we would like to point out that the proposed
of 50 Ml-z and 49.73 MHz were respectively applied to each architecture is capable of processing very wide bandwidth
of two signal cells. Output correlation spots corresponding to temporal signals, as high as 106 resolution elements "1hie
each of the applied frequencies are shown in Figure 3(b). The proposed AO correlator cam be synthesized in compact form.
frequency content of the signal cells can be identified. The operation of the system is rather simple, for it eliminates

the complicated electronics circuitry usually required for data
processing. However, the proposed system requires the avail.3. RECEIVER CONFIGURATION ability of a square-law converter with higher speed and larger

Since eficient dilrraction by the AO cell occurs at the Bragg dynamic range. Thus, the realization of a practical joint trans-
angle, the signal should be implemented around the Bragg form AO correlator for MFSK communication applications
frequency. The incoming wideband signal is divided into small would be dependent upon the rapid development of a qualified
subbands that At into the bandwidth of AO cells. The center device in the future.
frequency of each subband is then translated to the Bragg
frequency before being input to the AO cells. We assume that S. ACKNOWLEDGMENTS
there are N I- 1 signal cells and that each subband has M We acknowledge the support of the U S Air Force Rome Air
frequency-division channels. Then the system can deal with Development Center, Hanscom Air Force Base, under con-
M(N - I) channels simultaneously. tract F19628-87-0086.

A block diagram of the proposed receiving system is il-
lustrated in Figure 4. T'" first frequency converter selects the REFERENCES
appropriate communication band, and demodulates the signal R F T S. Yu and T Nagala, 'n Opical Archilclure tr Acouto
to the intermediate frequency which is the Bragg frequency of Optic S Igan g Na ela " Opil Vl 21, to
the system. The secondary frequency converters are used to be published.
translate the center frequency of the subbands to the ap- . W T Rhodes."Acousto-Optie Signal Pr,"e ,ipg Convolution and
propriate Bragg frequency of the AO cells. After bandpass Correlation." Proc. IEEE, Vol 69, 1981, pp 65-7n
filtering, these signals are fed into an array of AO cells.

Output correlation spots can be read out by photodiode array R , 5,,I.,,1 19 88
detectors. By passing these detected correlation spots through
a thresholding logic network, the highest probable received Micro.a'e and Opticnl rerhnolooy Letteri. 1/6, 190- 191
signal can be displayed at the system output. The basic 0 1988 John Wiley & Son. Inc
bottleeck of "he proposed system is the square-law converter CCC 0895.2477/88/S4 00

. A,.Ia'lf, * tl

L+
RF arrepliA.,

~ue4 A bakiu bo1r1etalo fa cul-pi rqec
hopping sigal receive

4Photo
d-ode

AO, delltalo

Opticalt A0 Deqr ig'" d .....-.

optical] mitkills

Figure 4 A block box representation of an acouslo-optic frequency

hoppinlg signal receiver
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A I Letters-to the Editor

Letters to the Editors should be addressed to the Editor. APPLIED OPTICS, Georgia
Institute of Technology, Atlanta. GA 30332.0252. If authors will state in their

covering communications whether they expect their iznstitutions to pay the
publication charge, publication time should be shortened (for those who do),

Multiple chamel optical correlator via L3 is used to project a reduced image of the LCTV grating
rotaft grat on LCMV onto the input plane of the optical correlator, so that the

Fourier transform of the object can be of the proper scale
Francis T. S. Yu, Oihou Zhou, and Chenhua Zhang while the spatial frequency spectrum of the grating is magni-

Pennsylvania State University, Department of Electrical fled. The different diffraction orders on the frequency
Engineering, University Park, Pennsylvania 16802. plane can, therefore, be sufficiently separated. We further
Received 20 November 1987. note that the pixel size of the LCTV is -390 um. so the
0003-6935/88/183770-03502.03/0. highest spatial modulating frequency for the input object in
O 1988 Optical Society of America. a conventional 4-f system is -1.25 lines/mm. In our system,

a carrier frequency of 12 lines/mm is obtained. A higher
Optical signal detection by complex spatial filtering csn be carrier frequency can be achieved by adjusting the lens

traced back to 1964, when it was developed by VanderLugt.' system, and the spatial-bandwidth-product of the system
Since then the concept has been widely used for various types remains the same. The transmittance of the LCTV grating
of large-capacity optical correlator. 2- ' One of them is a image, including the polarizers, can be approximately writ-
scanning correlator system using a rotating grating.44  ten a
Gregory and Huckabee reported a correlator addressed by an
acoustooptic cell.' Recently liquid crystal television u(xy) - K + K rect ' Y). comb(X ,
(LCTV) has found some interesting applications to optical I b \ dj
signal processing, e.g., optical pattern recognition and adap- [ x x (cb]
tive joint transform correlation.8-i s In this Letter we pro- [rect • comb h
pose a technique in which a scanning grating4 can be easily
imposed on an LCTV screen with a microcomputer. The where K, and K 2 are proportionality constants, a,h are the
setup is depicted in Fig. 1. The proposed system overcomes pixel image size in the x and y directionst, re-pectively, c,d are
the positioning difficulty caused by either the mechanical the distances between the centers of adjacent pixel imnges, g
movement or the frequency shift in the techniques men- and h are the width and spacing of the image grating greoves,
tioned Sbove.2-4  and X represents the orientation of the grating vector, which

Because the low resolution of LCTV limits the spatial is give,. by
carrier frequency, we use a new setup which is little different X - I Cosa + y sin. (2)
from a conventional optical coreelator. The lens system L2-

The Fourier transform of the input object with the modulat-
ing function of Eq. (1) can be written as

U(I.,) - V(1,4) . 15(4./') + sinc(of,.bf,) combicf,.df,1I

L, X [sinc(gf x ) comb(hfx)!. (3)

where V(/,J'7 ) = 7jv(xy)l, and v(x,.)) is the input object
function.

M. For a detailed analysis of the recording of the matchpd

L filters and the correlation operation refer to Refs. 4 -6 and It.

P11

, =, il -

Mirocompuer 
L4( 

"

Oufpv'i

Fig. I. Multichannel optical correlator using an addressble LCTV.
L and L,, collimating system: L, and L4, transform lenses; L3, Fig.2. Experimental results: the recorded multiple matched filter
magnifying lens; P, and P1, polarizers; BS, beam splitter; M, mirror. (on one plate).

APPLIED OPTICS / Vol. 27. No. 18 I 15 September 196
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Fig. 3. Experimental results:
autocorrelation peaks of eight input objects.

U,,,
ME..1

Fig.4.
Experimental results: autocorrelation and cross-
correlation peaks obtained with the filter for warning
plane.U,,,

We set adjustable delays between the subroutines, longer The scanning speed of the proposed correlator is primarily
delays (minutes) for filter construction, and shorter delays limited by the microcomputer and the response time of the
(seconds) for target detection. To multiplex the matched LCTV. Furthermore, if a higher-resolution LCTV is avail-
filters onto a recording plate, we change the orientation and able, both the input object and modulating grating can be
period of the grating via the microcomputer. During the superimposed onto the LCTV screen. Thus a program-
detection, the orientation and period of the grating are auto- mable real-time electrically addressed co.-lator may be
matically changed once again. As soon as the autocorre- realized.
lation peak appears at the output plane, which means the
input image has been recognized, the scanning is terminated; We acknowledge the support by U.S. Air Force, Rome Air
otherwise it is continued. Development Center, Hanscom Air Force Base, MA, under

As an experimental demonstration, multichannel spatial contract F19628-87-C-0086.
filters of eight input objects were recorded on a holographic
plate, as shown in Fig. 2. The output peaks related to the
input objects are shown in Figs. 3 and 4. From these results, Referencsl
we see that a multichannel correlating operation can be 1. A. VanderLugt, "Signal Detection by Complex Spatial Filter-
achieved by using a programmable LCTV grating. ing," IEEE Trans. Inf. Theory IT-10, 139 (1964).

A programmable scanning correlator using a low-cost 2. K. G. Leib, R. A. Bondurant, and M. R. Wohlers, "Optical
LCTV has been implemented. This technique alleviates the Matched Filter Correlstor Memory Techniques and Storage
positioning problem of the mechanically scanning method. Capacity," Opt. Eng. 19. 414 (1980).
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3. H. K. Liu and J. G. Duthie, "Real-Time Screen-Aided Multiple- optical mode that is caused by the high- frequency reference,
Image Optical Holographic Matched-Filter Correlator," Appi. 11 is the length of the reference arm, 01 is the propagation
Opt. 21. 3278 (1982). constant, w, is the electrical reference frequency in radians

4. F. T. S. Yu and X. J. Lu, "Real-Time Scanning Correlator," per unit time, and t is the time. It is assumed that the
Appl. Opt. 23,3109 (1984). amplitude A of the optical signals in both the channels are

5. F. T. S. Yu and Q. H. Zhou, "A Multichannel Optical Correia- equal. The light wave in the signal arm at the output junc-
tor," Opt. Commun. 64, 111 (1987). tion of the interferometer is given by

6. Q. H. Zhou and X. J. Lu, "Diffraction by a 3-D Oriented Grating
and its Use in Scanning Correlation Detection," Appl. Opt. 26, S - A cos(wtoo + m2 sin(w.t + Ao) + 03212).
4803 (1987). where 12 is the signal arm length, 02 is the propagation con-

7. D. A. Gregory and L. L. Huckabee, "Acoustooptically Addressed stant in the signal arm. m2 is the amplitude of the sinusoidal
Fourier Transform Matched Filtering," Appl. Opt. 24, 859 change of the phase of the optical mode that is caused by the
(1985). signal, and A0 is the phase difference between the signal and

8. H. K. Liu, J. A. Davis, and R. A. Lilly, "Optical-Data-Processing reference voltage. The two optical waves from the two chan-
PropertiesofaLiquid-CrystalTelevisionSpatialLightModula- nels will interfere at the output junction of the Mach-
tor," Opt. Lett. 10,635(1985). Zehnder modulator, and the resulting amplitude corre-

9. D. A. Gregory, "Real-Time Pattern Recognition Using a Modi- sponds to the sum of S and R given by T = S + R.
rled Liquid Crystal Television in a Coherent Optical Correla- The dc component of the optical intensity as seen by a
tor," Appl. Opt. 25, 467 (1986). detector at the output is

10. F. T. S. Yu, S. Jutamulia, T. W. Lin, and D. A. Gregory, "Adap-
tive Real-Time Pattern Recognition Using a Liquid Crystal TV 0.5 + .(M)J 0 (M2)
dased Joint Transform Correlator." Appi. Opt. 26, 1370 (1987). 2

11. Chenhus Zhang. "Some Applications of Spatial Modulation to
Optical Information Processing," Acta Opt. Sinica 2,406 (1982). + J1 (m1 )J(m 2 ) cos(0212 - 16t1 + AO)

Integrated-optic Mach-Zehnder ti + J2(Ml)J2(2) C090212 - 6111 
+ 2AO)

phase comparator + J3(m)J 3(m,) cos(0 2
1
2 - Bill + 3Ao)

L. M. Walpita. S. C. Wang, and W. S. C. Chang where J, is the Bessel function of the order n (n is an integer).
Large amplitudes of modulation cause large nonlinearities in

S. C. Wang is with Lockheed Palo Alto Research Laborato- the modulator output, and the effective number of Bessel
ries, 3251 Hanover Street, Palo Alto, California 94505- terms in the expression are increased.
1185; the other authors are with University of California at . The Mach-Zehnder modulator channels were -3.5 %m
San Diego, Department of Electrical & Computer Engi- wide and designed for single-mode operation at 0.6328 um.
neering, La Jolla, California 92093. The waveguides were fabricated on x-cut lithium niobate for
Received 18 March 1988. y-propagation. To fabricate the waveguides, 235-A thick
0003-6935/88/183772-02$02.00/0. titanium strips were diffused into the substrate for 3.5 h at
0 1986 Optical Society ot'America. 1000*C. Aluminum electrodes of 3.8-mm length, 4-ym gap,
In rf signal processing applications, the determination of and 6-jum width were deposited onto the substrate with the

the rf signal phase is sometimes required. For example, in gap centered on the channels.
radar direction finding, the signal direction can be obtained
from the phase difference between detected rf signals from
two spatially separated antennas. In such situations elec-
tronic signal processing of the received signals is employed to
determine this phase difference; acoustic and acoustooptic
techniques of rf signal phase evaluation have been dis-
cussed. 1' 2 However, systems employing these techniques
are fairly limited in frequency response. These techniques
have been employed to determine the phase angle to better
than 0.30 at 25% bandwidth at operating frequencies below 1
GHZ.1

We describe a novel high-frequency phase comparator
based on a large signal modulation of light in an integratedoptic Mach-Zehnder interferometer. In this device two _ - ~f l, -
high-frequency electrical signals are fed into the electrodes 4 - az(am V

on the two channels of the Mach-Zehnder modulator. The
phase difference of the two signals is measured by determin-
ing the optical intensity of the output of the modulator.The schematic diagram of the phase comparator is shown
!n Fig. 1. The input light to the device is divided equally into
two channels. The light wave in the reference arm of the
output junction of the interferometer, modulated by the OPTICAL WAVEGUoE CHANNEL
reference signal, is given by

IiFCTRO fR - A coa(waot + m, sin(wt) + Bt011),-M LCR

Fig. 1. Schematic of the Mach.Zehnder modulator. It consists of
where wo is the optical frequency in radians per unit time, ml titanium-diffused waveguides in x-cut lithium niobate for y-props-
is the amplitude of the sinusoidal change of the phase of the gation with aluminum electrodes deposited on both waveguide arms.

APPLIED OPTICS / Vol. 27, No. 18 / 15 September 1988

47



HARD-CLIPPING JOINT TRANSFORM
CORRELATOR USING A MICROCHANNEL
SPATIAL LIGHT MODULATOR
F. T. S. Yu and 0. W. Song
Electrical Engineering Departrnorit
The Pennsylvania Slte University
University Park. Pennsylvania 16802

Y. Suzuki
Hamamatsu Pholonics KK
H-amamatsu City
Japan

M. Wu
Hamamatsu Corporation
Bridgewater. New Jersey 08807

KEY T-ERMIS
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moadulatoar

ABS IRACE
A programmrrable real rime rw~iraf /roirr irapirf-rn 'i o clit,r Ii it ti ,ir

ores sharper aetocrerelaiiri' peaks is prerenrircd A4 'iii, i,)inie riiill
light miodulator is utiliz ed at the thrrlrilrl hards ippiti rn rqiare lei%

dev-ice. A liquid i-rjmal refer-, io,, it used in di ipliii the in1 iiiu target onu

reference irnrage. 7*hi.bhoic prinr ple of the ii sripsr and it prc/inimrvs
experiental result are giv-en

1. INTRODUCTION

B!cause of its high processinig s.pecd and structural ;imiplicity,
an optical joint tranzform correlator ha!, been proposed for
the application to pattern recognition With adtancing tech-
nology, various schemes tn perform real-tine joint transform
correlation have been reported 1I, 21 Ncvcrlhelcss, alt the
existing technsiqures have a common drass back, namely, that
the correlation peak intensity is only a '.erv smiall fraction of
the illunmination intensity 1 his low intlens;ity presentls no usai-
jor problem if input signial to noise ratio (qNl is high,
Whenever the SNR is low. limuweser, the dr.tcction of the 4signal
becomes increasingly more ditlicilt Usinp a1 pliase-rionly
matched filter (3) can inmprove the ditiraction ctticicic of thie
correlation peak many fold Neverthecless, a phaste only filter is
difficult to realize in practice with the current state-of-the-art
electrooptic devices

In this article, we will introduce a real1-timec programmahle
joint transform correlator utilizing the thresholdl hard-clipping
property of a mierocliannel spatial light modulator (NISLNI)
141. We will show that this technique is, capable of produrcirng
sharper autocorrelation peaks than the coiletiional optical
correlator. By comhining the advantages, of the sl ate- of- the- art
electrooptic devices arid flexibility of a rricrociniiipiuter. tire
system cars he built a., an adaptiie. self-learining cmurretator
The operating principle of the technique arnd a preliminary
experimental demonstration are givern

tt. ACKGROUND

A, Alicrocharrriel Spaial Ii~irr Alodiiluitir Thle NISI-NI is a
reflective t1-)e eleetrooptie spatial light mrodirtator 1t consists
of a photocathonde. iimaging clecitorl. a ouicroclirmrel plate
(MCP), a mesh electrode, and an clctrooptical (1:0) crystal
plate positioned in a sealed vacnuin tite In operation, thie
write-in image projected on tise photocaiode creates a spatial

48



photoelectron distribution. The electrostatic lens images the put plane would be
distribution onto the MCP. After a 10' to 104 electron multi-
plication by the MCP, the electrical charge image is deposited 1[ r~
on the inner side of the EO crystal plate. This charge distribu- g( x, y) - -A A -' A -, (5)
ion induces a spatially varying electric field within the crystal

plate. The field in turn modulates the phase retardation be- where A is the illumination amplitude. and A rcpr- -I,, a
tween the X and Y components of the read-out tiht that triangular function defined as
makes a double pass through the plate. Passing the light
through an analyzer, a coherent optical image corre--,onding ixl
to the input image is obtained. One unique feature of the A( - iflxl w
MSLM is that when the bias voltages are properly controlled, w W
the device can perform quite a number of optical operations 0 otherwise
in its internal mode processing. In view of Eq. (5), the intensity of the correlation peaks is

about A'/16w'. Moreover, the illustrated technique is not a
B. Joint Transform Correlator. The principle of the classical real-time technique. In the following discussion we shall,
joint transform correlator (JTC) is well documented by Weaver however, describe a programmable hard-clipping JTC using a
and Goodman [5]. To compare it with the proposed MSLM MSLM.
based system, we shall briefly discuss its operation in a spe-
cific example. For simplicity, we suppose both the target and Ill. BASIC PRINCIPLE
the reference image at the input plane are binary type with The schematic diagram of a microcomputer-based JTC is
square apertures of width w. The main separation between shown in Figure 1. The liquid crystal plate of a LCT-V is used
them is 1. The amplitude transmittance function of these input to display a real-time target and a reference image at the input
objects can be expressed as plane of an optical processor. The working principle of the

(-I/2) (x +I/2] (v LCTV as an optical element is well known. The major advan-
f(x, y) - rect J + rect rect(- tage of using a LCTV must be programmability, which can be

w\ Wwaddressed with a microcomputer, for the generation of various
(1) reference images. The telescopic imaging lenses are employed

to demagnify the input object images from the LCTV to an
where the rectangular function is defined as appropriate size and then transformed onto the MSLM. We

shall use the MSLM as a threshold hard-clipping device. The
() if x W output ight field is detected by a CCD camera. This detected

rectk = 1, i~2 electrical signal can be sent to a TV monitor for observationO, otherwise or fed back to the microcomputer for further instruction.
Thus, in principle, an adaptive hybrid electrooptic correlator

If the input objects are illuminated by a collimated coher- could be constructed.
ent light, the complex light field at the back focal plane of a Let us assume that the target and reference image are the
transform lens would be same as expressed by Eq. (1). The tight intensity distribution

at the input end of the MSLM would besinl(,rw,) sin(ffw))
F(,, s) -c cos(irv) (2)

I P ffi I F ( , ) 2 = s in ( 7 w ' ) s in ( w j .) c= c 1  cos(rrlv)j (6)

where c is a proportionality constant and p and Y, are spatial
frequency coordinates, corresponding to the X and Y direc- Notice that the grid structure of the LCTV, which is
tions, respectively. If this complex light field is imaged onto a beyond the resolution limit of the MSLM, is omitted To
square-law convertor (e.g., a photographic plate), then the obtain a bnarized power spectral distribution for joint trans-
recorded amplitude transmittance can be written as form correlation, the bias voltages of the MSLM are adjusted

such that only those parts of the input with intensitv values
t - Fl2  (3) above the threshold level will be responded. This hard-clip-

ping property of the MSLM converts the input irradiance
where to and P are the bias transmittance and the slope of the I(p, Ai) into a series of binary phase distributions, between the
T-E (transmittance vs. exposure) curve, respectively. X and Y components of the read-out light, as depicted in

In linear approximation, we would use a linear piecewise Figure 2. By binarizing the central lobe of Eq. (6) using the
model to represent the T-E curve. Thus, Eq. (3) can be half-power criterion, the output phase function can be Gb-
approximated by tained with the first-order approximation, as given by

fin *fw si 12 ( t
-1-a sin(irw, sin(ffw ,) cos(frlv) (4) r - r rect rect rect 0 8 -

(7)
where a is a proportionality constant. Since 0, the maxi-
mum value of a is a... - l/w 4. where ® denotes the convolution operation This equation

Taking the inverse Fourier transform of the preceding represents a truncated binary phase grating After emerging
equation, the autocorrelation functions distributed at the out- from the polarizing beam splitter (PBS), the complex light
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LCTV L, L2  L3  PBS L4  1o CCD Camera

MSLM

Controller

Interface I Computer Interface 11 Monitor

TV Camera

Figure I The schematic of a programmable optical joint transform correlator: I. coherent input illumination; L.--I.4. lcnsc;: PIRS. polarizin&
beam splitter; 1o. He-Ne laser read-out illumination; Po. output plane

field becomes r r

A
- .- (et - 1) (8)

2

where A is the amplitude of the read-out light.
Using straightforward manipulation to inverse transform

Eq. (8), the output autocorrelation functions can be shown as E

E Asin[ r(x - 1)/w] + sin[(x + 1)1w]

,, ,(x-) ,W(x + t)

sin( iry/w) (-x -(9) o"
fly

To compare the performance of the binarized JTC with the
conventional JTC, we see thai the correlation peak intensity of
the proposed system is about A2 /w 2w4 , whereas for the
conventional JTC the correlation peak intensity would be
A2/16w 4 . In other words, the correlation peak intensity of the
proposed system would be about 1.62 times higher than that
of the conventional one, under the same illumination. More-
over, if the bias voltages can be controlled such that the Figure 2 The conversion of the input light intenit'v to the output

threshold hard clipping takes place at a lower intensity level to phase retardation for an MSLM in threshold hard-clipping mode

0.15 2--

0.10-- 1

'0 3

"z I Z

0.00 L -" --

-2 0 2 -2 0 2

x x

Figure 3 Simulated correlation peaks (normalized by A2 } for a I x I mm hinarv input pattern I, corrclation peak b the la,,ical ITC. 2. by the
proposed technique with threshold hard clipping applied to the central half of the main lobe of Eq (6). 3., with ihrchold hard clipping fnclud,nR
the whole main lobe of Eq (6)
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ABSTRACT
An opti lh' crnnfro/lIrd ritu. .ate a i r i .h1u icd 1 he hi/4
s$nieondutror properties n j ai/,iadioti r/f'.rle i( e (it Foi. 't'i titei- cfic -
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ith t nlnleftrc undu tam r foopt % hit h hrfliRc the c iititnr/ rdh.

I. INTRODUCTION

There exist numerous situations which require control of
microwave signals. Electronically variable ,ltentltors are
available for frequencies up to 20.0 (;117 Iliee atlenualors
may lake the form of PIN diodes or field effect transistors
(FETs). At higher frequencies junction capacitance limits de-
vice usefulness A more serious concern deal- &itlh dccoupling

the control signal from the RF signal path Ihe utility of a
variable resistor under the control of incident optical illumina-
lion is obvious Cadmium sulfide photoconducli.e celh have
been employed in a \ide variety of industrial application- for
more than 40 Years In fact, the characleristic distrihuted
resistance of the'se de',icr,' ony rcuiill in Ia;Rrge chip arcas wAilh
lite power handling cnpahilil, up to ecral v. iwl Commmcrcial
pholoconductive cells Ivpically empho, a "ctcwilitic re istance
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TABLE I Comparison of CPU Time between the J. E. Ludman
FFT Summation Scheme and the Conventional Brute-Force Optical Signal Processing Section
Summation on the Cray X-MP / 48 for a Free-Standing Rome Air Development Center
Frequency Selective Surface Hanscom Air Force Base. Massachusetts 01731

CPU (sec) KEY TERMS

No. of FFT Brute-Force Joins transform processor, optical signal proi estor. ,pimal (trrelator

Unknowns Summation Summation

24 0.127 0.449 ABSTRACT

60 0.165 1.135 A joint Fourier transform proevor can ie word ur a (,,,t nal

112 0.267 2.286 coherent opt#( tl pror crror In prin epi. itie i.t rimif.rs, p . v%,r, a,,rn
perform ail the optical data pro( eing iht a (r iii (itle.til r tri'rolr

optical processor can offer. Sample i//ustrations for signal ex rao sot aind
TABLE 2 Comparison of CPU Time between the inrage subtraction are given. The major advantages of theraint irans/orm

FFT Sumnmation Scheme and the Conventional Brute-Force processor miust he (1) the atoidance of ityPthevi:inng a orat hed vpatial
Summation on the Cray X-MP / 48 for Signals over a fiter, (2) higher space.bandKidth product. (0) loirer spatial (arrier
Periodically Perforated Ground Plane frequency requirement, (4) higher output diffraction effi(iiori. etc.

CPU (sec) for 7 iterations In a conventional coherent optical signal processor I11, the
No. of FFT Brute-Force processing operation is usually carried out at the spatial

Unknowns Summation Summation frequency or Fourier plane with a complex spatial filter 2.

148 3.843 20.673 This type of coherent optical processor olfers a myriad of

complicated processing operations 13). Its success is primarily

CONCLUSIONS due to the profound diffraction phenomena. We shall, in this
letter, point out that complex signal processing can also be

A numerically efficient summation technique using the FFT achieved by the spatial impulse response using a joint trans-
for the method of moments solution to electromagnetic prob- form processor 14-61. There are several inherent advantages of
lems associated with planar periodic structures is presented. using the joint Fourier transform processor as compared with
Numerical results for the scattering problem from a frequency the conventional coherent processor: (1) spatial filter adjust-
selective surface and the transmission problem from signal ment is not imposed: (2) a higher input space-bandwidth
lines over a periodic perforated ground plane are presented to product; (3) generally, a higher modulation index of the joint
demonstrate the superior numerical efficiency of the present transform hologram- (4) lower spatial carrier frequency. etc.
technique over the conventional brute-force summation In view of these advantages, a joint transform processor, in
scheme. This technique is especially well suited for the eigen- principle, is capable of performing optical signal processing
value problems associated with planar periodic structures, more efficiently, particularly in the application to real-time

REFERENCES signal processing 161.
Let us now consider a joint Fourier transform optical1. B. J. Rubin and H L. Bersoni, "Reflection from a Periodically signal processor as depicted in Figure 1. We assume an object
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coherent 00 h (X.a..-y) square law 2plane sa aw converter

wave a. BS 2a

PP2 P3xy) Y)~y P 3 y
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coherent
! o-a ,y) readout

Figure 1 A joint Fourier transform processor. BS, beam splitter

By coherent readout of this intensity distribution, the corn- Since n(x, y) is an additive white Gaussian noise, we note
plex light distribution at the output plane P3 would be that (7]

,,( ,y)Qsx, y = 0(8)
g(x, y) -f(x. y)®f(x, y) + h( -X, -y)Oh( -x, y) n(Xy)s(XY) 0

+f(xy)*h(x + 2ay) Thus Equation (8) reduces to

+f(-x, -y)-h(-x - 2-0 -y) (3) g(x, y) = 2,( x, y)es( x, Y) + n( x,. y)®( x. y)

+s(x. y)®s(x + 2a,. y)
where 0 donotes the correlation operation and * denotes

the convolution operation. Thus, we see that two sets of +s( -x. -y)®s( -x - 2a,, -y) (9)

convolution operations, i.e., the object function f(x, y) con- From this result, we see that two autocorrelation functions of
volves with the spatial impulse response h(x, y), are diffracted the target object will be diffracted in the output plane around
around (-2ao , O) and (2ao,O), respectively. (- 2a0 ,O) and (2ao, 0), respectively. For experimental demon-

Similarly, if the spatial impulse response h(x, y) is prop- stration, a computer simulated object of this application is
erly placed (i.e., not inverted) at the input plane, e.g., shown in Figure 2. From Figure 2(b), we see that two highly
h(x + ao, y), the output light distribution can be shown as visible correlation peaks are obtained in the output plane. One

of the apparent advantages of the joint transform correlation
g(x, y) -f(x, y)ef(x, y) + h(x, y)®h(x, y) must be the advoidance of the matched filter synthesis. This

technique is very suitable for application to the real-time
+f(x, y)®h( x + 2a o, y) pattern recognition.
+f(-x, -y)eh(h-x - 2a o , -y) (4) Let us now illustrate a second application to image sub-

traction. We assume that the objects at the input plane are
where 0 donotes the correlation operation. From Equations given by
(3) and (4) we notice that the joint Fourier transform system
can be used as a coherent optical data processor. In principle, f(x - a0 , y) + 8(x. y) +f 2( -x + ao, -Y)exp(fir) (10)
it can perform all the optical data processing that a conven-
tional coherent optical processor can offer. where 8 (x, y) is a delta function, exp(io) represents a half.

We shall illustrate an application to extraction of a signal wave phase plate, and f1(x, ui and f.(.. y) are real objects
embedded in a random noise. We assume that a target is The intensity distribution at the output end of the squarelaw detector can be shown as
embedded in an additive white Gaussian noise, as given by

f(x - a0 ,y) - s(x - a0 , y) + n(x - ao , ) (5) I(p,q) = I + IF( p,q)2 +II-( p.'q)I

where s(x, y) represents the target function and n(x, Y) is + F* p, q) - ( p.

the noise distribution. If the spatial impulse response is given + [ F'1( p, q) - F,( p. q) J e
by -F,(p.q)F 2(p.q)e '2'

h(x + ao, y) - s(X + ao,y) (6) - F1*( p. q) F, ( p. q)e', r  (11)

then from Equation (4), the output complex light distribution where the superscript asterisk denotes the complex conjugate.
can be shown, such as By coherent readout of Equation (11). the output complex

Ox.Ay) IS(X..sxA + (xy)I®IsOxyA + n(X')Alight field would be
+~,y s(x, y)c:+ n(x,y)]( x[s)- 5 x.)) + 1(nrx,® (y)]i+ s ( X . y Q s ( X , A ) g ( X , ) 8 ( X ..0 .+ , (X .V-) Q / ..

+ -,( - X a+,,, -y) I 4 - W ,.

+[s(-x,-y) + n(-x, -A)I +IA(X - a,,.0 ,. - . -. )

X es( -(x - 2a , - (7). y) , - 2n, v)

where 0 denotes the correlation operation. f,( - -. - ) f2( -. + 2a,. - ii (12)
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FIgure 2 Extraction of a signal from random noise. (a) Left side-target imbedded in random noisc Right idc -spalial imopulse
response of the target. (b) Output intensity distributions
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where (D and * denote the correlation and the convolution

operations, respectively. In view of Equation (12), we see that
two sets of subtracted images will be diffracted around
(-a 0,0) and (a0.0), respectively. A computer simulation of
this application is shown in Figure 3, where Figures 3(a) are
the input objects and Figure 3(c) shows the corresponding
subtracted image obtained by this technique.

In conclusion, we would stress that, in principle, the joint
transform processor can perform all the processing that a
conventional coherent optical processor can offer. The inher-
ent advantages of the joint transform processor are (1) the
avoidance of complex spatial filter synthesis, (2) a higher input
space-bandwidth product. (3) lower spatial carrier frequency
requirement, (4) generally higher output diffraction efficiency,
and many others.
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A TWO STEP, THREE COLOR,
WHITE-LIGHT PSEUDOCOLOR ENCODING PROCESS

X. X. CHEN, A. W. MAYERS, F. I. S. YU

KEY WORDS: MotS CLrs:

White light Lumicic htttwtc

Pseudocolor encoding Codage en faus.scs coulcurs

Un procidt de codage en fausses couleurs en deux

#tapes et I trois couleurs

SUMMARY: Pseudocolor encoding is a commonly used en- RPSU~tM: Le codage en lausss couleur% c ! un rlo.dd

hancement procedure for grey level images. One of the classical classique pour amliorer le fendu des nieaux de pi dans unc

techniques for three color white light pseudocolor encoding was image. L'une des techniques les plus connucs p rur fc c(dagc c,,

presented by Yu et 1. [I. In this paper a variation of this three trois couleurs en lumi~re blanche a ete picine pat ) u e' I II

color encoding method will be described that uses moire fringe On decrit dans cc: article une %ariante de cc ptocdd A trois

patterns from two encodinp to carry the Information previously couleurs qui utilise IC rescau des franges dc moiit dc dcux

obtained from the third encoding. Both a theoretical description codages pour le troisieme codage Le principc et les resultats

and experimental results are presented. exptrimentaux sont ptEsentes.

1. - INTRODUCTION U. - DISCUSSION

The image shown in figeure Ia wtll be used tu |help

Frequently, high resolution optical information is i a e t h ocs 1 fi e ia is compoWchl f

encoed oug th us of reylevl iage. A illustrate the process. "lhe inmge is comjx),;cd of

encoded though the use of grey level images. A three distinct grey levels : white, grey, and black..
common enhancement process used to aid in the The figure la image as contact printed to obtain

analysis of these images is pseudocolor encoding. A

number of methods to accomplish the encoding have
been developed that use coherent 121, as well as

incoherent white-light sources (31. One of the first
methods was proposed by Yu et al. Il. The process

described in Yu's paper uses three sequential spatial

encodings of the positive, negative, and the product

of the positive and negative images. A white-light

source was used and the three components were

processed using red, blue, and green filters to

produce the output image. A shortened variation of
this procedure will be described in this paper in

which the three components are achieved using only

two spatial encodings. FtG. In. - Sample obircr to be encoded
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..... 2b noin fngtieia

Fla. lb. - Negative of sample object. F___._2b.__-_Encoding___ofnegative ___image.

the negative image shown in figure lb. To facilitate"IAA
the encoding procedure, pin registration was usedII
during the contact printing operation. Next, the 7L _VL ~
positive image was encoded using a sampling grating
oriented as shown in figure 2a. The negative was

Fla. 2c. -Result of two ent-odings. note n,,~sre patt.rn

where K is a proportionality constant. 71 and
Tare the positive and negative image exposures. p

is the spatial encoding fre quency. y is lte film
gamma, and

Fla. 2a. - Encoding of positive image. 1, Co2)0

_________________________________________ The resulting transparency is then bleached to
obtain a surface relief phase object. Assumilng that

this encoding is a ithin lte linear region of lt Ie
then encoded with the sampling grating rotated by diffraction efficiency verss log-exposure curve. the

an angle 0 with respect to the previous encoding, as amplitude transmittance can be written as
shown in figure 2b. The cumulative result of the two
encodings is shown in figure 2c. Note the moire ((X.) explk (X. y)I 1 (3)
pattern that is formed in the grey areas.whr6xy)epsntlie1ae hdit-

Thn e i tent tr n mta c fth n o e m g bution which is proporional to 7(x, y), te exposure
can e witte asof the encoded film.

(x, y) -K (T1 (x, y)[1 + sgn (cospx )j Placing lte bleached trif lpaietcy it tttc ittlptt (it a1

+ T2(x, y)[1 white-light processing syste., lte coll'i'1ex light field

+sn(cos p(x cos * + y sin6 0 (1), at the Fourier transform plane can be determined by

+ ~' evaluating the integral

S .13;A)-J t(x, y) cxp,[_i3 L 7 (ox,P1y)]d d

JJ p, , 1  AfI
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The transmittance function expliO (x, y)] can be expanded to obtain

S(a , )= k+io(x,y) + i6(X,y)I+., I xexp[_i -f (ax, 13y) dxdy. (5)

Substituting Eq. (3) into (5) and retaining the first order terms, the following expression results

where t 1 and +2 are the Fourier transforms of 1 and T, * denotes the convolution operation. The

proportionality constants have been neglected for simplicity. The convolution term can be written

1,.{a ±-f Pl +cos 8j, +E l-sin .
ti(aP.t 2 (a,. 1 2 a Lii2 pin I(7)

l -2 1 w 2 it

which shows the locations of the moire spectra.

The moire pattern can be decomposed into a two the encoded transparency. If filters are placed in the
dimensional signal that has fundamental periods in Fourier plane as shown in figure 5, the image
the directions shown in figure 3. This pattern is in irradiance at the output plane becomes

I(x, y) = Tf(x, y) + T2(x. y) +

+ ITI(x, y) T(x, y)I , (8)

thus, the image irradiance expressed by Eq. (8) is
the superposition of the positive, negative, and
cross-product terms.

FiG. 3. - Dashed lines indicate orientation of fundamensal periods
for the moire paern.

agreement with the convolution terms given in Eq. P it r- FIt f,

(6). Figure 4 shows the diffraction pattern formed by 1/

Green FIdter

Red Fitt(er\ \-

FIG. 4. - Inage of diffraction pattern produced by encoded FIG. 5. - Location of filters in Fourier plane for reconsrtructed
transparency, image.
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MI. -RESULTS AND CONCLUSIONS
Ze C .-

An image of an alumninium fracture specimen - * ' i 14 ~
obtained from a scanning electron microscope was ~C
used for this discussion. Positive and negative images rL.
were then encoded using a sampling grating having.- -

40 lines/mm on Kodak 5460 microfilm. To balanceJ
the intensities between the primary and convolved
spectra, neutral density filters were used along with 17 -0.?
the color rfilters for the positive and negative spectra. ~-'-~,

P Fir- 6b. - Iscudocolored image.

FiG. 6a.- Originl image.

As can be seen in figure 6b, the output of the
pseudocolor encoded image represents a consider-
able improvement over the black and white image in FiG. 6c. Cros product of imtage recordecd by moi .re pattern.
that the fine detail structure of the image has been
enhanced. Figure 6c shows the cross-product term
produced by the moire pattern. By using this new REFERENCES
procedure, the pseudocolor encoding was ac- il Yu (F. T. S.). Ciir\ (X X,). CwIA, (1I. 11.- Whitc-Light
complished using a single sampling grating. and two Pscudocolor Encoding 'sith ihrec Priman Colors". 1.
rather than three exposures. This alows greater use Opt., 15. 55 (198-I).
of the dynamic range of the film by eliminating one 121 ARRIBAS (S.). S.I'..AMFRIA (J.). Brsut(s 0i.). - Density
exposure. This method also ilustrates an interesting Pseudocolor Encoding b) Ifolographic Iechniqucs %with

apiainof moire patterns. I hree Primar) Colors". Opt, En~g. 21). 98 (1984).
appucatbon131 SAK1AMARIA (J.). rLA?A (A.), (J~o~C.). - -Colour

Image Enhancement b) White Light Spatial1 Filitring
We acknowiledge the support of the U.S. Air Force. Rome Air Opt. Coin.. 45(4). 244 (1983).

Development Center, Hanscom AFB, Mass..* under contract no.
F19628-87-C-0086. (Afanuicnpi recetied in August 25, 1988.)
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Holographic associative memory system using a thresholding
microchannel spatial light modulator

0. W. Song, MEMBER SPIE Abstract. Experimental Implementation of a holographic optical associa-
Francis T. S. Yu. FELLOW SPIE five memory system using a thresholding microchannel spatial light mod-
The Pennsylvania State University ulator (MSLMI Is presented. The first part of the system Is basically a joint
Electrical Engineering Department transform correlator, in which a liquid crystal light valve is used as a
University Park, Pennsylvania 16802 square-law converter for the inner product of the addressing and input

memories. The MSLM Is used as an active element to recall the associated
data. If the device Is properly thresholded, the system Is capable of im-
proving the quality of the output Image.

Subject terms: optical signal processing; holographic associative memory; Image
processing; spatial light modulators; neural networks.
Optical Engineering 280.1 533-536 f 1va 1989.

CONTENTS In this paper, we present a system using an active micro-
I. Introduction channel spatial light modulator (MSLM) to improve the readout
2. Principle process. With the hard clipping properly of the MSLM, and at
3. Fxpcrincnial results the sacrifice of shift invariance, we were able to improve tie
4. Coeiling remarks quality and increase the intensity of the addressing beams so
5. Acknowledgments that high quality recalled data were obtained. Experimental re-
6. References suits for binary objects are provided.

I. INTRODUCTION 2. PRINCIPLE

It is well known that optical associative memory can also be The two-dimensional outer product associative memory can be
defined as fault tolerant memory,' which can be addressed by expressed in the inner product form as7
a partial or distorted input object to recall the stored, and possibly
noise-free, information. The technique has significant applica-
tions to optical pattern recognition and image processing. h(x.y) [f (I)T)ftT~ddlI .x

The concept of optical associative memory can be traced back "'
as early as the work published by Van Heerden2 and later
strengthened by the holographic associative memory of Gabor.I where f(,-q) is the system input futnction, h(x,y) is the corre-
Their techniques are often called the ghost image method. With sponding system output, fm( s) iS tie mth reference memory,
the recent surging activities in neural networks (e.g., Refs. hm(x,y) is its associated output pattern, and M is the total number
4-6), several optical associative memory architectures have been of stored memories.
developed. 1 * ti Different methods to perform the inner product Equation (I) shows that the overall process is composed of
operation for optical associative memory have been investigated, three steps, namely, inner product (tle input object with refer-
For instance, Pack and Psaltis demonstrated a method using a ence data), multiplication (the inner product with the associated
Vander Lugf correlator to implement the inner product of the memory), and summation.
inpll object and reference data.' The stored data can then be Our experimental settp to implement the above process is
ahlrescd with the detected conelation peak by pinhole sam- shown in Fig. I. The first half of thfe system is a joint transform
piing. To improve the storage capacity, Owechko et Al. used an correlator with an addressing object and multiple reference data
angularly multiplexed Fourier hologram technique.' They used (input memories) at the inpt plane P1. The second half of the
a phase conjugate mirror to address the Fourier hologram, system has an active MSLM to improve the quality of the output

addressed data. In operation, the addressing data and multiple
Inviled Paper IA-1O received Nov 19. 198; revised mavuscripi received Jan. reference fur.clions are Fourier transformed by lens Lt. 1 he joint
i. 199: accep4ed ir phltculinn Feb. 15. 1989 transform power spectrum is detected by the square-law con-
O 1919 Sociely of Phlioo- incal tnsnamentaeion Engineers. verier liquid crystal light valve (LCLV). By inversely Fourier
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P L, LCLV PBS LZ  SP MSLM PBS Pz L] P3  where @ denotes the correlation operation and c is a propor-

tionality constant.
Note that as long as the quantity xl - Mxl is largcr than tlieHh distance between two adjacent correlation peaks, they can he

detected. When the MSLM is adjusted in its thresholding mode.

I the input and output light intensities are related by12

-i -n-- - - -- Al.(xy) , if l,(x.y) a IT , (5)

Co,,o,,,,l con,,tr I ,,(x,y)- to. ol-erwise

Fig. 1. Holographic associative memory system using an active MSLM. whcre 1.dx~y) and lAxy) are the write-in and readout light in-
Pt-nput plane; P-hologram plane; P-output plane; SP-sam- lensities of the device, A is an arbitrary constant, and IT is tie
piing pinholes; PBS-polarizing beam splitter, intensity threshold value. Thus, only the correlation peak inten-

sities exceeding the threshold value would be responded at the
output end of the MSLM. By setting Ir at a reasonably low

transforming the power spectrum with lens L 2 , we obtain a group value and blocking out all but the second term in Eq. (4) with
of correlation peaks. To eliminate all of the unwanted light, a the SP, the readout light field of the MSLM can be explicitly
set of sampling pinholes (SPs) is used. Only selected correlation expressed as
peaks can be written onto the MSLM. If the addressing object
is most similar to one of the stored memories (i.e., the reference Hf
functions), its correlation peak will be the strongest. Thus, the in. ci7ff.(x- 2xo-mxhgy)f(x-2Xo-mxl,y)dxdy (6)

output of the MSLM can be considered as a spatially encoded a.

array of light sources, with the strength of each source propor- where cl is a proportionality constant and the asterisk denotes
tional to the correlation peak value. If we have an array of Fourier complex conjugation.
transform holograms inserted at P2 in accordance with the as- To complete the operation, a spatially multiplexed Fourier
sociation rule, a recalled image (addressed data) can be seen on transform hologram is inserted in P2 plane, in which te sub-
the Output plane P3. The analytical description of the process is hologram takes the form
given in the following. I

For simplicity, we assume that the addressing function and f [ 1]
input memories are lined up along the x axis. The amplitude H.,(pq) = F.h.(xy)expL -J x(2xo - mx,) ,
transmittance of the input plane is given by .

M m 12. M , (7)

ts.y) - fi(x-xo,y) + f.(x+xo+mxa,y) (2)
,.at where X is the wavelength of illumination. f is the focal length

of the inverse Fourier transfonn lens L.I, and F represents the
where xo and xI are two constants and M is the number of input Fourier transform operation. If the hologram is aligned in a
memories. The Fourier power spectrum at the input side of the position such that each I1. is exactly illuntinalcd by the nth
LCLV can be written as term of Eq. (6), then the light field at the output plane P3 can

be shown asM

E(p.q) - IF(p,q)J' + 7 F(p.q)F,(p.q)expl-j(2xa + mxl)pl M

+ F(p,qF.(p,q)xp(j(2xo + mcilpl

M M X eap -i x(2xo - mx)] . (8)
+ , 7-F.(pq)F.(pq)expUj(m- n)xtpl (3)

Except the exponents, the above equation is the same as the
where F(p,q) and F.(p,q) are the Fourier transform of f(xy) outer product associative memory of Eq. (I), in which f,,, is
and fm(x.y), respectively. Notice that the amplitude transmit- assumed to be a real lunction. We Iurthcr note that the exp llcnis
tance of the LCLV is proportional to the intensity distribution of Eq. (8) represent oblique plane wacf'onts, which result in
of its input end. Therefore, the light field distribution on the SP undesired interference fringes at the output plane P1 . It is ap-
is the inverse Fourier transform of Eq. (3), i.e., parent that if it is made adequately large, tle inlerference fringes

can be removed from the output retrieved data by a low pass
M spatial filtering technique.

io(a.y) c Ifixy) () f(x(y) + I.,y) (8) f.((-2x-mx,,y) A very interesting feature of the system is its controllability.

M For example, if the MSLM is set at a rcasunahly low threshold

+ ( .(x.y) I& f(x+2xo+m,.y) value such that all of the peaks at the SP are responded at the
output end of the MSLM. the output is ite weighted sum of the

U associations as expressed by Eq. (8). On the other hand, if the

+ f.( Xy) f(i+(n-m)xIy)l (4) threshold value of the MSI.M is adjusted to allow only the

61 highest correlation peak intensity at te SP to be responded at
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live readout end (it litc device, we cani call it the winner-take-
all. Then the complex output light of Eq. (8) reduces to

x [ 2i 1 nL Ib

ezp -i(2sV -Inviid (9)

which is proportional to h,,(x,y). Notice that in the above equa- -
tion, f,. is the input mnenmory closest to tire addressing function.
Therefore. tie process can he interpreted as ie retrieval of the
iimation that has tire shortest Iluming distance to the irrh l Idl
memory. Furthermore, il h, (x ,y) is equal to fm(x,y), tie system
is an auloassociative mcmory system; otherwise, it is heteroas-
sociative.

3. EX'ERIMENTAL RESUITS

Because of easy implementation, the experimental demonstra-
lions are for "winner-take-all" auto- and heteroassociative mem-
ories. The lirst coosidcration in the experiment is the number of lgI thl
input nieniories to be used. Under fie ideal condition (i.e., the
addressing object and the ruth input memory are identical and FIg. 2. Experimental reutt obtained rom the autoesoclmtlve
noise free and the transmittance dynamic range of the LCLV is memory. tel-(dl Addressing function and relerance memories;
froth zcro to oue), the mth correlation peak intensity value at lel-Ih) corresponding output responses.
the SP can be cxprcsscd as

f ((F ( tem responded satisfactorily. For example, when we blocked
, I + )4 0,O)JJ , (tO) the lower half of the word "penn," the output data showed little

difference from the result of Fig. 2(h) subjectively.

where M is the nuniber of input memories and Fm(O,O) is the Figure 3 demonstrates a set of experimental results of the

dc component of the mll memory. This equation shows that the beteroassociative memory. rhese results were obtained by ar-

autoconrclition peak intensity on the SPs dramatically decreases ranging the memory bank (i.e, the Fourier transfont hologram

as the nuoilicr ol input mentories increases. From a physics point of "Optical Computing") according to our association rule.

of view. this decrease is due to the effect of mutual modulation When the input is a complete function (i.e.. "penn"), a satis-

between the input memories. The effect results in low diffraction factory output response can be obtained, as shown in Fig. 3(a).

efficiency of the LCLV. When the autocorrelation peak is too If the addressing function is a partial object as given in Figs
weak, the poor signal-to-noise ratio will make the thresholding 2(b) to 2(d), the corresponding output responses Ishown in Figs.

MSLM not operate properly. Thus, for easy demonstration we 3(b) to 3(d)l deteriorate somewhat but are still recognizable. The

used three input memories (i.e., M = 3) in our experiment. system with a complete addressing function can be viewed as a

Another problem we need to consider is the resolution re- symbolic substituler, as noted by Iluang. 1 On the other hand,
quirement. The size of tie SPs has to be very small (about the system with an incomplete addressing function can be re-

2(XI pm) in order to get the correlation peak (inner product) garded as a inference machine as introduced by Caullield. 14

values only. Therefore, direct readout of the pinholes onto the The above experimental results show the feasibility of the

Fourier transform holograms will produce poor resolution on tie technique. We believe that if the input and input memorics are
output data because of tire loss of high frequency components. preprocessed by an edge cnthancemoctl technique and the hot-
To overcome this, we used an imaging lens (not sltown in Fig. I) grams are optimally recordcd on diLthrooatcd gelatin film, the
to enlarge time SPs onto the input window of the MSLM. Thus, performance of the system can be further improved.

the illumination beam size on each subhologram can be made
large enough. fly using this method, the small pinhole size does 4. CONCLUI)IN(; REMARKS
not pt much limitation on tite system resolution. We have presented a holographic associative memory system

In the experiment, the btas voltages of the MSLM were set with a controllable MSLM. Sittce tie MSIM is used as an active
so that tile device responded only to the brightest correlation device in the system, the quality ol the output addressed data
peak. Figure 2 shows tire experimental results obtained from the can be improved as compared with a passive holographic method.
nutoassmciative inemnory. We used "penn" as the addressing Another advantage of the system is its controllability, by which

object and tie other tltree words as the reference functions. In the memory addressing mode can be adjusted to either "winner-
our experiment, we blocked a portion of the addressing object take-all" or "weighted sum" operations: he joint transform
sid then adjusted the intensity Threshold vatue of the MSI.M to method has the merit of easy system alignment and real-lime
examninc tire variations in the output response. We have observed filter synthesis. It is apparent that if progrannmable spatial light
that wit"-i tile input is about 501% of tie input memory, the modulators were used at tire input plane lPt and ite hologFau
system can still produce a satisfactory output result We also plane Pz and a feedback loop were constncted between Ihelin,
Tried blocking different pans of the addressing object. TIe sys- the memory capacity of the system could be further enhanced.
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Two digital optical architectures utilizing a binary number encoding technique for multiple matrix multiplication are presented.
An inner-product method with grating masks is used in one "f the architectures, so that multiple matrix multiplication can be
performed in parallel. Th. ccond architecture, a mixture o systolic array and the inner-product processing method are used.
These two architectures can offer high accuracy with moderate speed processing capability.

1. Introduction 2. System description

Optical matrix multiplication is one of the prom- 2.1. Multiple binary number multiplication
inent areas in optical computing. In early 1970's, Lee
et al. ( I ] proposed a method to perform multiple In most electronic computers, the binary number
matrix multiplication using Fourier transform prop- multiplication is performed sequentially. The triple
erty of lenses. Another technique was later devel- multiplication of binary numbers can be carried out
oped by Nakano et al. [2]. They utilized a linear ar- as described in the following.
ray of LED's along with a combination of spherical For example, given three binary numbers such as,
lenses and cylindrical lenses to perform triple matrix a= 101, b= 110, c= 011. The product of ab can be
multiplication. Several other methods have also been obtained by shifting the binary digits of b and then
reported to carry out high speed matrix-matrix and multiply by each bit of a, as shown below
triple matrix multiplication with optics (3-101. 110 X I

We shall however describe an encoding technique 110 X0
for multiple binary number, where the multiplica- +110 X 1
tions and summations of digits are performed in par-
allel. Nevertheless, we shall discuss two optical ar- 11110
chitectures for multiple matrix m ,plication
(MMM) using this technique. The first architecture ab=axb= 101 X 110= I I 110.
employs the inner-product method to carry out mul- Similarly the product of abc can be obtained by
tiple matrix multiplication. Grating masks are intro- shifting the binary digits of c. and then multiply by
duced into this architecture to separate the output each bit of ab, as shown tn the following
vectors, so that a fully parallel matrix multiplication 01 X0
can be achieved. The second architecture combines 011 X I
the inner-product method with the systolic array en- Oil XI
gagement technique. This inner-product-systolic Oil X I
technique is capable for large matrix multiplication +011 X I
and can also be applied to linear and bilinear trans-
formations [I I ]. Several preliminary experimental 1011010
demonstrations of these proposed techniques are
provided. abc=abxc -I I I 0x011 =1011010.

0 030-4018/89/$03.50 © Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division
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SLMS co collimated light is used to illuminate SLM I, in which
at* lot the cylindrical tens CLI will horizontally expand each

Wave, bit of a (SL\I t onto the corresponding row of b
(SLM2). Thus the logical AND operations can be
taken place at plane X2. Since CL2 is placed behind
CLI, it will venically. image a onto the correspond-
ing column of b!SLM2). This optical arrangement
will increase the space-bandwidth-product of the

x1 x X3 x4 x9 processing sstem. Finally, the spherical lens SLI will
4.101 1.110 61.11110 6.011 4b.0122210 vertically focus the light onto plane X3, to perform

Fig. I. Optical system for triple binary number multiplication, the summation. Similarly. a cylindrical lens CL3 at

(a) basic architecture, (b) optical implementation. X3 will expand each bit of the intermediate product
ab onto the corresponding column of c (SLM 3). An
unidirectional diffuser is suggested to be placed at

However, the triple product ofbinary numbers can the focal plane of SL2. in order to obtain an uniform
be easily performed in parallel using an optical tech- illumination of vector L11 onto SLM3 12 ). In our
nique, as shown in fig. I. We note that a is encoded experimental setup. instead of unidirectional dif-
onto a f-D spatial light modulator (SLM), while b fuser, a short focal length cilindrical lens CL3 (f= 10
and c are encoded onto two 2-D SLM's, in which the mm) is placed near the focal plane of SL I, and SLM3
binary numbers can be shifted by a microcomputer. is placed far enough from CL3 (about 250 mm), then
The digit I and 0 can be represented by the trans- the vertically blurred image would give a uniform il-
parent and opaque pixels of the SLM. The three lumination on SLM3. CL4 serves the same purpose
SLMs are located at planes X 1, X2 and X4, and the as CL2. Notice again, spherical lens SL2 will per-
intermediate product ab is displayed at plane X3. form the vertical summation and the final result abc
Thus the product abc can be obtained at the plane can be detected b% a CCD detector at plane X5.
X5. To avoid the carries, the products ab and abc are
represented by mixed binary form. Fig. 2 shows a hy- 2.2 Multiple mar.r multiplication (,101,1f)
brid optical system which is able to carry out this op-
eration. Three magneto-optic spatial light modula- We shall describe an architecturc for vector-ma-
tors (MOSLMs) serve as inputs. The output result trix-matrix tultiplication. For simplicily, we con-
is detected by a CCD array and fed back to a high sider 2x2 matrix multiplication, which can be writ-
speed memory. A microcomputer is used as a date ten as
flow controller. In the system, the multiplications can
be performed by the binary transmittances of the (XI, I 1  V
SLM's. and the sum can be carried out by simply fo- r " .
cusing the light onto a photo detector. An incoherent [,'+ . .,,. ,

eL2 SLI CLa 31.2 cco
Plane 1111 CLI SLMI CLI S Il = [

1 1 U:) -

=fIll u .

where

Fig. 2. A hybrid optical system for optical computing. I =I-X .
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v, =u,zl, +ul 2z2, and X5 to obtain [UI x (Z]. At the output plane, a
Vt,-u' z21 +u12z,2 CCD detector will sequentially detect each corre-

sponding vector of the output matrix [ I., as shown

and in fig. 3.

[X2 1 X21111 Y1'r Z11  212 2.3. Inner-product architecture using grating masks
.Y21 Y221 Z21 Z 22I

-[x 21YI1 +x, 2 .Y2  x, 1y2 +x 22y22 z2, z2  To make full use of the parallel processing capa-
z2, 22 bility of the optical system, an architecture to per-

form MMM in parallel is proposed in the following:
=[U2 1 u2_] Zii z,2 In figs. 4, time image on plane X3 can be considered

Z 1  22 as one-dimensional Fourier transform of the input
=1u21Z +u22z2, u2,z12+u22J signal at plane Xl, by neglecting the existence of

SLM2. To separate the two vectors fu, u1,1 and

=[v 21 V221, (i) [u 2i u, 21 at the focal plane X3, two sinusoidal grat-

where ings with different spatial frequencies f, and f" are
inserted immediately behind the two input vectors

U21 =X21Y 1 +x 22y 2 , (xi, x,21 and [x 2 j x 2,,. The two frequencies are
chosen such that the vectors i,, u,, and It., u,

U22 =X21Y12 +X22Y22, can be properly separated at plane X3. In a similar

V21 =UZZII +U22 Z2 , manner, two sinusoidal gratings are placed behind
the two vectors (u, u,,] and 11121 u,,] respectivel,.

V 2 2 =U 21 ZI2 + 22Z22. at plane X3. Two nonoverlapping vectors I ?II

The matrix JXJ can be seen as composed of two vec- and (L'21 u2 I can be obtained at the output planc X5.
tors x, = fx, x12 1 and x2 = [X2, x22 1. An optical ar-
chitecture to perform this task is shown in fig. 3. No- 2.4. St'stolic-tnner-product archttettc
tice that the binary form of vector and matrices I X1,
[ Y] and [ZI can be encoded onto SLM I, SLM2 and We have discussed an optical sstcm for parallel
SLM3 with a microcomputer, respectively. The spa- multiple matrix multiplication using the inner-prod-
tial encoding form of each element is described in uct method. However, this technique requiies large
section 2. 1. The microcomputer will sequentially shift size of SLMs to carry out large matrix nurltiplica-
these vectors into SLMI which is located at plane tion. We shall now propose a hybrid optical s'stcm
XI. Each row of matrix [ YJ is multiplied by each to alleviate this shortcoming. Fig. 5 shous the ss-
corresponding element of vector [XI. A vertical tolic-inner-product architecture. I his systctnt uses;
summation is carried out between planes X2 and X3 both the systolic array engagement and inner-prod-
to form vector (UJ at plane X3. The same proce- uct technique, the matrix multiplication is carried
dures are repeated between planes X3 and X4, X4 out in systolic engagement form, in which the prod-

I t u I .M 3 C Oet "W : SLM I SLM 2 raltings 3&4 SLM 3 CCD ODlrclor

O ratings it
,"Ira 1&2

NI 31 N4 SX XZ 2 Xi 4

Fig. 3. Architecture for multiple matrix multiplication. Fig 4 Architeclure for MMM using grating niask,
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SLMI X SLM2 SLM3 CCD
DETECTOR

n

V
SXl X2 Z X3 X4 X5

Fig. 5. Architecture for MMM using systolic-inner-product method.

uct of elements is performed in inner-product form The intermediate results obtained at the output plane
depicted in sec. 2.1. Since the hybrid system is bas- in each step are integrated by a CCD detector. The
ically a microcomputer-based optical processor, the output matrix I VJ is obtained after four steps of time
binary number matrix representations in the SLMs integration. The matrix multiplication can be per-
can be shifted step-by-step for the systolic array en- formed with the hybrid processor shown in fig. 2.
gagement. Array [XI is shifted down to the corre- There is however a price we paid for using this tech-
sponding columns of SLM t, arrays I YI and I ZI are nique, namely the speed. For example a 2 x 2 matrix
shifted to the corresponding rows of SLM2 and SLM3 multiplication requires a four-step operation. Never-
respectively, as shown in fig. 6. Notice that SLM3 is theless, the required size of the SLMs used in the
divided into two parts: upper half and lower half, processor can be substantially smaller by decompos-
which are further segmented into a 4x 2 array cor- ing the matrices and then applying the systolic-inner-
responding to the [Z] array. A wedge is placed be- product method.
hind the lower half of SLM3, so that the two parts
would overlap on each other at the output plane X5.

3. Experimental demonstration
Silo t: S o 2:

F7_1 Z11 Several experimental demonstrations have been
[_i..J carried out with the proposed hybrid optical archi-EE wj w lectures for multiple matrix multiplication. We have

first use a triple binary number multiplication for the
Swo S3. , experiment, as illustrated in figs. I and 7. To avoid

m m the coherent artifact noise, a white light source is used
Z to carry out the processing. The focal length of the
Y MY M . MY.cylindrical and spherical lenses are 10 mm and 100

mm, respectively. To show the feasibility operation
Fig. 6. States of SLMs in four steps. of the proposed technique, binary coded transparent
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masks, instead of SLMs, are used in our experiments. [XJ= 00100 01000 [Y]= 00100 00001
Fig. 7(a) shows the binary mask representation of 00010 00011 ' 00011 00010

a= 101, b= 110 and c=01 1, respectively. The output
result is shown in fig. 7(b). Fig. 7(c) shows the out- [ZJ= 10000 00010
put photometer trace, which corresponds to the 01000 00110"
mixed binary number representation of
abc=0122210. By proper thresholding of the output Again fig. 8(b) shows the output intensity distri-
signal, the result can be converted into binary form, bution, and fig. 8(c) shows the mixed binary form
which is abc= 1011010, as shown in fig. 7(d). of the output matrix I V], i.e.,

For another experimental demonstration, we show
that triple matrix multiplication can be obtained with V] =
a hybrid optical architecture of fig. 3. The binary V21 V22

representation of the encoded masks are shown in = 0001121001100 0001331011000
fig. 8(a), which represents the matrices in the 0000010132000 0000101102000
following,

a = 101 b= 110 011

abc = 0122210 abc = 1011010

C -.d
Fig. 7- (a) Three masks for triple binary number multiplication. (b) Output signals detected on plane X5. (c) Result displayed on an
Osilloscope in mixed binary form. (d) Final result in binary form.
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parallelism for more flexibility. The bottleneck of the would offer high accuracy with moderate speed mul-
proposed hybrid optical processor is the input and tiple matrix multiplication.
output interfacing between electronic and photonic
signals. The electronically addressed SLMs and light
detection device limited the overall processing speed Acknowledgement

of the hybrid optical system. However, due to the
rapid development in the areas of optical storage and We wish to acknowledge the support of U.S. Air
optical logic material, it is expected that the bottle- Force Rome Air Development Center, Hanscom Air
neck problem would be alleviated by using the high Force Base, under contract No. F19628-87-C-0086.
speed optical memory and optical parallel logic ele-
ments. A high speed process would be achieved by
the data flow in the parallel optical processor. References
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APPLICATIONS OF PHASE CONJUGATION TO A JOINT TRANSFORM CORRELATOR
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An investigation of using phase conjugate techniques to remove phase distortion in a joint transform correlator (ITC) is pre-

sented. For improving the accuracy of detection, a phase encoding method based on the nonlinearity of phase conjugation is also
proposed. Experimental results and computer simulations are provided.

1. Introduction Another problem common to the JTC, as well as
other coherent correlators, is that the width of the

Recently, advances in photorefractive materials correlation spot is too broad, and the cross correla-
have stimulated interest in the application of phase tion intensity is too high. To improve the accuracy
conjugation techniques to a number of signal pro- of correlation detection, the object functions can be
cessing problems [I]. Presently, the phase conju- pre-encoded. The inherent nonlinearities in phase
gation mirror, based on the self pumped c;onfigura- conjugation may be used for this encoding process.
tion (21 in photorefractive crystals, exhibits Let us now consider a four-wave mixing JTC, as
reflectivities as high as 70%, while requiring only a shown in fig. I. We propose the object beam of the
few tens of milliwatts of optical input power. Thus, four-wave mixing is applied to the input of a JTC.
this greatly extends the range of practical applica- Notice that this configuration would have two major
tions of phase conjugation mirrors. In this paper we advantages.
will explore its application to a joint transform cor- I. The phase distortion due to the input SLM can
relator (JTC). The JTC [3,41 is a powerful image be automatically compensated by the conjugated
processor, particularly for pattern recognition appli- wavefront.
cation, since it avoids the synthesis and alignment 2. An additional amplitude or phase modulation.
problems of a matched spatial filter. In most coher- produced by the nonlinearity of phase conjugation.
ent image processing applications, the input objects
are required to be free from any phase distortion. The
input objects of a real time optical processor are usu- - oser

ally generated by means of a spatial light modulator
(SLM), however, most SLMs introduce some sort of M
phase distortion. We note that phase distortion can
severely degrade the correlation characteristics in a
JTC. Although liquid gates may be used to compen- as 0. 9 0

sate the phase distortion to some extent, they can only "1%-- EF(3EIIIB:-- - fl._
remove the external distortion but generally can not is 02 MU
compensate the internal distortion of the devices. A

Furthermore, holographic optical elements (HOE) PO

may provide another means of phase distortion re- Fig. I. Experimental setup. BS, Beam splitter; M. mirror: 0. ob-
moval [5 1, but they have the disadvantages of crit- ject: Q, quarter wave plate: A, analyzer- L,, imaging lens: L:.,
ical alignment and cumbersome fabrication. Fourier transform lens: P0. output plane.

0 030-4018/89/$03.50 © Elsevier Science Publishers B. V.
(North-Holland Physics Publishers Division)
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may provide a means of improving the accuracy of imaging system, L=s-f s is the image distance. / is
correlation detection, the focal length of lens L,, k=2n/A, A is the wave-

length of the light source.
Thus, the reconstructed beam emerging from the

2. Principle crystal is given by
O" (x/M, y/M) exp[ - i (xlM, y/AI)

It is well known that phase conjugation can be pro-

duced with a photo-refractive crystal. With referring X exp( - ik(x 2 +y2')/2L I expl iO(.r/M, ,/M) I.
to the JTC in fig. I, the readout beam is adjusted be- (3)
yond the coherent length with respect to the writing
beams. In other words, the setup represents a two- Notice that expression ( 3 ) does not represent the ex-
wave mixing configuration with a real-time readout act phase conjugation of expression (2). The am-
beam. Notice that the expanded collimated Ar + laser plitude distribution of 0' (x, y) deviates somewhat
beam (A=0.5145 pm) is divided into three paths. from O(x, y), which is primarily due to the nonlin-
One is directed toward the photo-refractive crystal earity of the BSO crystal (6]. A phase shift 6(x. y)
(BSO, lOx l0X2 mm') by mirror M2 and serves as between the phase conjugation and the recon-
the reference beam. The second is used to illumi- structed beam is also introduced. Later we will ee
nated the input objects 0, and 02, which are imaged that 6(x, y) is dependent on the intensity ratio R of
onto the crystal by lens L,. The third is directed by the object beam and the reference beam. If there is
mirror MI, MS, M4 and serves as the readout beam. no voltage applied on the BSO crystal, 6(x, y) would
The reconstructed beam from the crystal is then im- represent a constant phase of 90*.
aged back to the input objects 01 and 02 for phase As can be seen in fig. I, the reconstructed beam,
distortion removal. After passing through the input imaged back on the object plane, can be written as
objects, the beam is then joint transformed in the 0'(x,y) exp[-if(x,y)] expliO(x,y)) . (4)
output plane P0 by lens L2, via a beam splitte BS.t
We notice that a half wave plate Q, between the BSO After passing through the input objects, the complex
crystal and mirror M4, is used to rotate the polari- light distribution becomes
zation of the readout beam. An analyzer A located O(x,y) 0'(x,y)exp iO(xy)] (5)
at the front of the output plane is used to reduce the
light scattered from the optical elements in the This expression hows that the phase distortion ( e.
system. y) of the input objects can essentially be removed.

With reference to the optical configuration of fig. while the additional amplitude and phase modula-
I, the object beam can be written as tion due to the nonlinearity of the BSO remain.

O(x, y) exp[i#(x, y) J

=0,(x-b, y) explio, (x-b, y,) 13. Phase distortion compensation

=02(x+b, y) exp[i02 (x+b, y)] (I) The phase distortion of the input objects (i.e. due
to the SLM) can severely degrade the correlationdistortion of the input objects, respectively. b is the characteristics. We have computer simulated some

mean separation of the two input objects, and 0i, t2 of these effects. The simulations were obtained with

are assumed positive real. At the image plane (i.e. a test input pattern joint correlated with the same
the crystal), the object beam is given by pattern added with random phase noise. We as-

sumed that the random phase noise has a uniform
O(x/M, y/M) expfio(x/M, /M) I probability distribution over a phase interval 1 -a.

Xexp[ik(x'+yl)/2L] , (2) a). Fig. 2 shows a plot of correlation peak intensity
as a function of phase deviation a. From this graph,

where M represents the magnification factor of the we see that the normalized peak drop of 0.5 corre-
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Correlation peak value Fig. 4 shows the correlation spots reconstructed from

1.2 these two cases. For no phase compensation, the cor-
relation spots are heavily embedded in random noise,

as pictured in fig. 4a, while with phase compensa-

x tion, the correlation spots can clearly be seen in fig.
4b.

o.e " It is, however, necessary to stress the role played
"\ by the imaging lens L1. First, lens L, ensures that all

0.4 - the light scattered by the input objects can be di-
02 rected toward the BSO crystal (assume that L, has

a sufficiently large aperture.). Secondly, the recon-
M structed beam is not the exact phase conjugated

0.6 1 ,.5 2 2.6 beam, it has an additional phase modulation O(x, y).
Maximum phase deviation (radians) Thus, it is apparent that if no imaging lens is em-

Fig. 2. Correlation peak intensity degraded by phase noise. ployed, the light ray emerging from an arbitrary ob-
ject point would not longer be reconstructed back at
the same point. By using the imaging lens, it ensures
that every light ray emerging from the objects would
be reconstructed back. As long as all the light scat-

a

b c
Fig. 3. Joint Fourier transform spectra. (a) A pair of input sub-
jects with random noise. (b) Their joint transform spectrum. (c)
The joint transform spectrum with phase compensation.

sponds to a phase deviation of 0.6 radians. In other
words, the phase distortion of a SLM should not ex-

ceed I / 10 wavelength, which corresponds to 0.6 ra-
dians, otherwise the correlation peak would be se-
verely degraded. However, most SLMs do not meet
this requirement.

In order to demonstrate the phase compensation
with phase conjugate technique, a pair of input ob-

jects, shown in fig. 3a, is added with a random phase
plate. Their joint transform spectrum is shown in fig.

3b. Notice that the spectrum is severely corrupted by
the phase disturbances. However, with the phase
compensation technique, the spectrum, obtained with
the experimental setup described in fig. I, is rela- Fig. 4. Reconstructed correlation spots. (a) Without phase com-
tively free from the disturbance as shown in fig. 3c. pensation. (b) With phase compensation.
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tered by the phase distortion of the objects are col- shift O(x, y)0 is dependent on R and directly related
lected by the aperture of L,, the phase distortion of to the object intensity distribution O(x, v). There-
the objects can be compensated by this technique, fore the phase modulation O(x, .v) can be utilized to
However, if the aperture is not large enough, the high encode the object functions.
spatial frequency components of the phase distor- We have computer simulated the effects of pre-en-
tion could not be compensated. coding the object functions in a JTC. Fig. 5 is the

intensity distributions of two objects to be corre-
lated. The autocorrelation curve (for the triangle ob-

4. Pre-encoding ject) and their cross correlation curve are shown in
figs. 6(a) and (b), respectively. We notice that the

The reconstructed beam, as expressed in eq. (5), wide autocorrelation curve and high cross correla-

is different from the object function O(x, y). The tion intensity are not desirable. However, if a phase

additional amplitude and phase factors within the encoding (assumed linear, that is O(x, y) x O(x, Y) )

reconstructed beam can be used for obj .zt pre-en- is added to the objects the correlation characteristics
coding in a JTC, for which the correlation charac- are improved substantially, as shown in fig. 7, where
teristics can be improved. These factors are depen- the maximum encoded phase 0.. is 8 radians. By
dent on object and reference beam ratio R [6 ], as comparing fig. 6 with fig. 7, we notice that the width

defined by of the autocorrelation reduces and the cross corre-
lation intensity decreases. Furthermore, fig. 8 illus-

R(x,y)=0 2 (x/M ' y/M) (6) trates how the autocorrelation width decreases
I, monotonically as the increase of the linear phase

where 1, is the intensity of the reference beam. encoding.

The phase modulation O(x, y) represents the phase In view of expression (5), object encoding can also

difference between the conjugation of the object beam be accomplished with amplitude modulation. It is

and the actual reconstruction beam (see expression obvious that 0' (x, Y) is proportional to the diffrac-

(3)). This phenomenon is due to the interaction be-
tween the writing beams [7]. According to Vahey
[8 ], the phase deviation between the writing beams
varies along the propagation within the crystal and
can be expressed as

iv(z) = '( O)-cotan (0) In cosh[fQ(z) (7) Fig. 5. Intensity distributions of the object to be correlated,
(z) W(0)cota ( c,) o, h ,] (7

Correlation
where

Q(z) =2Fz sin (0,)
2.5

+tan I -R)/( I +R), (8)

r" is the coupling constant, 0, is the phase shift be-
tween the writing interference pattern and the in-
duced index grating, and W(O) is the initial phase de-
viation between the writing beams. This phase
variation would produce grating bending within the b

crystal. When a readout beam illuminates the crys- 0
tal, the reconstructed wavefront from the bended -

volume grating would have a phase shift O(x, y) rel- .
alive to the conjugate wavefront of the object beam. Fig. 6. Correlation without phase encoding. (a I Autocorrelation
From eqs. (7), (8) and (6), we notice that this phase (b) Cross correlation.
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Correlation plished by controlling the intensity of the reference
3 beam, for example, edge enhancement, which is a

desirable pre-processing in a JTC 191]. Some discus-
2.5 -sion for amplitude encoding may be found in ref. [61.

2-

a 5. Conclusion

1.5 Several applications of phase conjugation tech-
nique in a JTC have been investigated. It is shown
that phase distortion in the input objects (due to

0.5 SLM) in a coherent image processing system can be
b efficiently compensated by using phase conjugation

01 technique. The additional amplitude or phase mod-
ulations produced by the nonlinearity of phase con-

Fig. 7. Correlation with phase encoding, normalized by the cross, uation c e b te oprne he on-
correlation peak intensity in fig. 6. The maximum encoded phase jugation can be utilized to pre-encode the object
0- is 8 radians. (a) Autocorrelation. (b) Cross correlation, functions, for which correlation characteristics can

be improved. Computer simulations indicate that

Correlation Width phase pre-encoded objects improve the accuracy of
correlation detection, which is resulted from smaller
autocorrelation spots and lower cross correlation in-
tensity. This encoding technique would find appli-
cation to the research of dynamic pattern recogni-

0.8 tion and robotic vision.
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We present a novel method for obtaining the phase distribution of an object spectrum by using a fringe-scanning
phase-conjugate interferometer. A detailed analysis of the proposed technique is provided, and experimental
demonstrations for validating this technique are also given. The major advantages of this method are its potential-
ly high accuracy and its low space-bandwidth-product requirement for the detection system.

Any object function O(x, y) can be represented in the ble of self-aligning. To improve the accuracy of the
Fourier frequency domain as 10(u, v)1expfj0(u, v)], measurement, a fringe-scanning method is introduced
where (u, v) is the spatial-frequency coordinate sys- into the system. In a PCI, however, fringe scanning
tem. However, in many applications the phase distri- cannot be achieved by changing the optical path difU
bution 0(u, ) is more important than the amplitude ference, as in conventional fringe-scanning tech-
information O(u, )1. To measure the phase distribu- niques. In a recent paper Wu et al.l suggested a polar-
tion of an object spectrum, an interferometric method ization-encoding method that we will apply for fringe
that uses a reference beam may be used. There are scanning in the PCI.
two general types of reference beam that can be em- Figure I shows the proposed experimental setup.
ployed for this purpose: (1) a reference beam having a The light source is a 45 ° linearly polarized collimated
uniform amplitude and phase distribution (e.g., an Ar* laser beam (X = 488 nm). A Bil 2SO20 (BSO)
oblique plane wave) and (2) a phase-conjugated object crystal is used as the phase-conjugate mirror. Two
spectrum. Thus, in the first case, a problem of fringe pumping beams are derived from beam splitters BS,
contrast variation exists because of the nonuniform and BS 2, respectively, and then directed toward the
object spectrum. On the other hand, by using a BSO crystal at opposite directions with mirrors M,-
phase-conjugate spectrum as the ref-rence, uniform
contrast fringes can be obtained. However, since the
measured phase is 20(u, v), a ir phase ambiguity prob-
lem exists.

In a recent paper' Xu proposed a joint transform
configuration that uses a conjugate reference beam for
the phase measurement, in which the intensity of the as
real part and thA imaginary part of the object spec-
trum can be obtained. The method has some draw- p s CCD
backs. First, his technique introduces a carrier fre- M o0.0 . Q 0 c

quency that requires a higher space-bandwidth-prod- 4 26
uct detection system. Second, the signs of the real B,.
and the imaginary parts of the object spectrum cannot
be uniquely determined, resulting in four ambiguous A 4!r Ms
phase values. Third, the phase measurement is de- LASE
rived primarily from two intensity distributions and is
vulnerable to system noise. ss

In this Letter we describe a technique that uses a
fringe-scanning phase-conjugate interferometer 2

(PCI) for the phase measurement of the object spec-
trum. One of the advantages of using a PCI is the
elimination of carrier frequency, for which a low
space-bandwidth detection system can be used. With Fig. 1. Experimental setup for phase measurement. M's,
a PCI the output interferometric pattern is not affect- mirrors; BS's, beam splitters; PBS, polarizing beam splitter;
ed by the variations of the optical path difference. L's, lenses; Q, quarter-wave plate; A, analyzer; MS, micro-
Therefore it is not sensitive to turbulence and is caps- scope; CCD, charge-coupled device camera.
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0o 2(u, v) = tan- ' Bu (4)
LA(u, v) 0

where

AMu, v0 nirlOu, v)12 cosI2o(u, v)j
f" l(u, v, O)sin 20dO,

Fig. 2. Orientation of polarizing components: P1 , P/, S A0
and P polarization, respectively; Q., Qf, slow and fast axes,
respectively, of the quarter-wave plate; A, analyzer. B(u, v) = n~r1O(u, 0)12 sin[20(u, )J

M3. The beam reflected by M4 is split by the polariz- fi Au, v, O)cos 2e..O, (5)
ing beam splitter PBS. The resulting beams illumi-
nate the object transparencies O(x, y) and O(-x, -y) and n is an integer. In practical measurements, in-
and are directed toward the BSO crystal by mirrors M5  stead of performing the continuous integration, one
and M6 , respectively. Thus two phase-conjugate uses discrete summations. This can be expressed as
beams emerge from the BSO crystal, retracing the
input paths to be combined by the polarizing beam
splitter as the output of the PCI. In the PCI all phase
distortions are automatically compensated for. No-
tice that an object transparency O(x, y) is placed in
one arm of the interferometer, and its antisymmetric
copy O(-x, -y) is placed in the other arm. [A change 00
of relative position between O(x, y) and O(-x, -y) in
the PCI would only introduce a linear phase factor to
the object spectrum and is equivalent to a change of
the object origin.] Thus the corresponding object
spectra 0(d, v) and 0*(u, v) are present at the back
focal plane of lens L3.

With reference to the PBS, two output phase-conju-
gated beams, in the two arms of the interferometer, are
orthogonally linearly polarized. The corresponding
output spectra can be expressed in a Jones vector as[O(-x, -y) 10 IO(u, v)Iexp[-j0(u, )J 

The quarter-wave plate Q in Fig. 1 is at a 450 (angle)
orientation, as shown in Fig. 2. The Jones vector
behind the quarter-wave plate Q can then be written
as

i Ilow o[ezp(-ot(u, V)
I j] lexpi-j-(u, vJl]

-210(u, v)Iexp (i 7)f coi-ow(, v) + 4 (2) 900
( sin (u, V, + - ,,

The corresponding intensity distribution at the back
focal plane of L3, behind the analyzer, can be ex-
pressed as

(u, v, 0) - 210(u, V)1211 - sin[20(u, v) - 2011, (3)

which represents an interferometric pattern, where 0
is the orientation angle of the analyzer (see Fig. 2). 1350
From this result, we see that an additional phase con-
stant (i.e., 20) is introduced. It is apparent that, by
rotating the analyzer, fringe scanning of the interfero-
metric pattern can be obtained.

By referring to the conventional fringe-scanning
techniques, 4 one may derive the phase distribution Fig. 3. Output fringe 4hift with reqpect to the analyzer
from the intensity variation with 0, I(u, v, 0): orientation angle.
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E-Q Instead of rotating the analyzer, one can dramatic

S A . CCD increase the measured speed using an electro-optior, ®' 'Imodulator. We now assume that the electro-optUJ Jmodulator introduces a birefringence phase shift a.
The right-hand side of Eq. (1) can now be written as

Fig. 4. Implementation of an electro-optic birefringence 10(u, v)Jexp~ (u, v)] (8)
modulator (E-O BM). Other abbreviations an in Fig. 1. J1(u, v)IexpJ-j0[(u, v) + acr "

Thus Eq. (3) becomes
A(u, A) I(u, v, e1)sin 2ek, I(u, u, e, a) - 210 (u, v)1211 - sin[20(u, v) - 20 - al.

(9)
i-l.

From this equation we see that, by simply changing
the modulation angle a, we can accomplish rapid

B(u, v) - I(u, v, e1)cos 2e%, (6) fringe scanning.
It is well known that all fringe-scanning techniques

where Ei - ir/m and m is the number of summation require certain computations. From Eqs. (6), the
steps. The fringe-scanning technique reduces four number of multiplications required is 2mn2, where n7
ambiguous phase values to two. is the number of sampling points over the spectrum

In order to demonstrate the principle of the pro- plane. If a digital fast-Fourier-transform algorithm
posed technique, a rectangular aperture with a small were used, the required number of multiplications for
displacement from the optical axis in the horizontal n x input data would he of the order of irt2 log 2 rdi
direction [i.e., Q(x, y)J is used as the object. Its anti- This does not, however, appear to be significantlydif-
symmetric copy, O(-x, -y), is in fact the same aper- ierent from the number of multiplications 2mn 2 . In
ture but with the displacement in the opposite direc- the fringe-scanning method the factors to he multi-tion from the optical axis. Figure 3 shows the output plied are fixed to only a few values. Instead of per-interferometric patterns obtained wih this proposed forming real-time multiplications, one can use a dataPCI,withdifferent angularorientations ofthe analyz- look-up table to speed up the computational procesq.er. Because the diffraction efficiency of our phase- Moreover, the spectral content of the object in theconjugate mirror is low, the sidelobes of the object Fourier plane is concentrated mogtly in some specificspectrum cannot be seen clearly in the pictures. We regions. It is generally not necessary to compute thenoted that the interferometric fringes are linearly phase distribution over the entire n X n points. Inshifted with the changing of o . This indicates that other words, the computation can be selected based on
the phase of the object spectrum is a linear distribu- the spectral intensity distribution; thus the amount oftion. The period of the fringe shifting ath d is 180 . computational time can be substantially reluced.

One of the striking features of the fringe-scannir: We acknowledge the support of the U.S. Air Force
technique in the PCI is its invulnerability to noise. Rome Air Development Center at Hanscom Air Force
Let us now look at the standard deviation of the phase Base under contract F19628-87-C-0096.
error due to noise, as given by 4

1 (7) References
M 's/n 1 K. Xu, Opt. Commun. 67, 21 (1988).

where s/n is the output intensity signal-to-noise ratio. 2. A. E. Chion. P. Yeh, and NI. Khoshneviqan, Opt. EnR. 27,385 (1988).
From this equation we see that phase error a# de- 3. S. Wu, C. Xu, and 7.. Wang, in IC0. 1.7 (',terr re Ltg'st
creases as the summation steps increase. (ICO Orgarizing Committee, Snppnro, .lnpan, 1981), p.

To increase the measurement speed, an electro-op- 458.
tic birefringence modulator can be used between the 4. J. H. Brunn'ng, in Optical Shn 7esting, D. Malacara, ed.
PBS and the transform lens L3, as illustrated in Fig. 4. (Wiley, New York. 19T8). p. 409.
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1. INTRODUCTION

In recent yearq attention h.as been ilrau%% in t tlIr pruhibns
concerning optical inip~cicrirtation (if rrr'rral nr-t'%otks, Re-
cently, a t~o-dirnensional (2-ID) optiy al nuiral rich' rrk hlls
been synthesized hy rarhiat aid( Psaftis. for %%hiich llrcy wed
the basic concept of vector-rratis optical1 prr'ceusinp [If I iq
optical neural net'~nrk is crirrposer of a1 lioicar array of 1.1:.!)s
as an input desice. Ahich is inteicioicctcd to a %%i~cgiting
mask by a tenslet irarm T o pro'ide tire nct'r ':k %ilb self-
organizailon and leairning capabilities,. a prr'grarrrraic rpatial
light modulator (SIN) %%itlr tine resoutirin and a fire nurn-
ber of distinguisihbl pgrav Ic' et is; nccd is air initrcooinec-
lion wcight matrix (1W NI) I lilu~ke' e. curnlyili a' rilahirt SIJAs
have small space- hand%% idth proiducts andI limited gras% lcvels.
making it difficult to implement such air optical neural net-
work.

In thi% paper, an optical1 nrciilecture i proprited. in %lIich
a high resolution video moonitor is. usd as a1 prrogrammirable
weiighting matrix as %%eli as, an Incoherent lig'.: source l1re
major advantages of thiis propo,:rh arciiectr ..- tliat it
alleviates tire dra% backs of low~ resoltrtion aind poor vivaiiic
range of thre existing SL NI Io for ter incrcease thre error-
correction ability, an ortioiiral projection (0h11 alzi'litron is
introduced EsKperimirnal and coirpritter tiroulated dicinsta-
tions for image reconstruction are provided
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II. HOPFIELD MODEL
A model to describe the collective behavior of the neural
network, based on the associative process of the human brain,
has been introduced by Hopfield [41. His model consists of a
set of interconnected neurons that operates in a binary state.
The output from each neuron is assumed dependent on the
output from the neighboring neurons, in which the operation
can be described by the following iterative formula:

N

k,(n + 1) -fAv'(n)) uVn) - ' 7 (n) (I)Ej Z
where f(. represents the threshold operation, i.e.,

(x) 1 X 0 (2) Figure 1 Partition of a 4-D weight matrix T,, into an arra. of 2-D
1 x < 0 submatnces T l,,. T,2,,. . and T,

T, is the strength (i.e., weight factor) of connection between
ith and jth neurons. V,(n) is the input value to jth neuron,
N represents the total number of neurons in the network, and Notice that Eq. (4) can be used to estimate the target vector V
n denotes the number of iterative operations. similar to the input vector V', for which Ase have used the

The Hopfield model begins by storing a set of input-out- Hamming distance as a criterion. If the output vector is fed
put vector pairs (Ut- ) . Vt()), m - 1,2. M, in a neural back, a more accurate vector may be obtained: we have
network with the aid of reorganized connections, where vec- assumed that the iteration would converge to the cori.ct
tors U" ) and V) t are N bits long, corresponding to the vector for a stable network.
number of neurons in the network. Thus the storage prescrip- Similarly, for a 2-D neural network of N x N neurons, the
tion can be expressed by a collection of outer-product vectors, Hopfield model can be written as
as given by .v ,

V, (n 4- 1) =(, ) ti, = Y j T,,,;,(n) (5)(214-E (m ) - 1)(2U,' )- I j (3)
( M) where V, and V,' represent N x N 2-D vectors and T,, is

0 -j an N 2 X N 2 4-D IWM [1]. Matrix Tcan be partitioned into

an array of 2-D submatrices, in which each submatrix is anIn the case of identical input-output vector pair (V)", V' ) ), N x N array, as depicted in Figure I Thus a 4-D IWM can
T,, can be used to retrieve the stored vector from an incom- be represented by an array of 2-D submatrices.
plete or partially erroneous input V'. The thresholded product
vector can be written as I1. AN ADAPTIVE OPTICAL NEURAL NETWORK

IV In a 2-D N x N neural network, the WNM requires an SLM
V, 1 T, s14) (4) of N 4 elements with multiple gray levels Howevet, such SLMs

Sare not quite available at present time.

Video Monitor Lenslet Array Ferro- Photo-
Electric Imaging Detector

SLM Lens Array

Figure 2 Schematic diagram of an adaptive optical neural network
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Figure 3 Side view of the optical neural network

We shall now propose an adaptive optical neural network using a Panasonic black and white video monitor of 384 x 512
in which a high resolution video monitor is used to display the pixels as the weight matrix. A Seiko liquid crystal TV (LCTV)
interconnection weight matrix T and at the same time to is used as the real-time input device in the sstem. An 8 x 8
provide the light source for the processing operation, as lenslet array is constructed to provide the interconnections
sketched in Figure 2. Notice that the proposed system differs between the memory matrix and the input object. The output
from the matrix-vector processor of Farhat and Psaltis (1) in signals are picked up by a CCD array detector and then sent
that the locations of input array and weighting matrix mask to a microcomputer for the thresholding operation. A Data-
are interchanged. This arrangement makes it possible to use a Cube AT-428 image capture and display module is used to
video monitor as the IWM instead of using a low resolution, provide the interfacing between the microcomputer, CCD,
poor dynamic range SLM. A lenslet array consisting of N x N LCTV and video monitor.
small lenses is used to establish the optical interconnections Figure 4 illustrates an image reconstruction process using
and a moderate sized programmable SLM with N X N binary the optical neural network described. With reference to the
pixels is used as the input device. As illustrated in Figure 3, Hopfield model [i.e., Eq. (31, three capital letters "A", "B".
the light beam emitted from each block of the TV screen and "X" are stored in the interconnection skeight matrix T
passes through a specific lens of the lenslet array and is Each of these letters occupies a 8 x 8 array pixels, as shown
imaged onto the input device (i.e., SLM). The light field in Figure 4(a). In our experiments, the positive and the
behind the SLM is then imaged onto the output plane by a negative parts of T are sequentially displayed on the video
imaging lens that can be picked up by a photodetector array monitor, as shown in Figures 4(b) and (c). respectively An
(i.e., CCD). Thus it forms an N X N output array, which imperfect object of letter "X" is applied at the input SLM. as
represents the product of the 4-D matrix T and the 2-D input shown at the left side of Figure 4(d). By sequentially display-
array. ing the positive and the negative parts of T onto the video

To construct a closed loop neural network, the output monitor, the output images are captured by the CCD camera,
signals from the detector array are fed back !o the input SLM which is then sent to the microcomputer for subtraction and
via a thresholding circuit. By programming the interconnec- thresholding operations. Thus, a recovered pattern can be
tion weight matrix with a computer, the optical neural net- obtained, as shown in the right side of Figure 4(d) Needless
work can be made adaptive. to say, the positive and negative parts of rcan he added % ith

A ferroelectric SLM would be a satisfactory input device of a bias level to avoid the negative quantity and a single step
the system, since its contrast ratio is as high as 500: 1. operation can be achieved by thresholding the output signals.
Moreover, the SLM is parallel addressable-the detector ar-
ray and the input array can communicate in parallel. Thus the V. ORTHOGONAL PROJECTION (OP) ALGORITHM
whole electrooptical feedback loop can be established in a Although the error-correction ability of the Hopfield model is
completely parallel fashion. This arrangement allows the sys- rather effective, its correction ability decreases rapidly as the
tem to work at a high speed and in an asynchronous mode. number of stored patterns increases. In order to obtain the
Although the interconnection weight matrix (i.e., the video desired results, the number of stored vectors 4 in the
monitor) works at a relatively low speed, it is however not Hopfield model must be sufficiently smaller as compared with
required for the programming speed to match the iteration the number of neurons N, i.e., Al < N/4 In V. as pointed out
speed in the loop. Video monitors with 256 gray levels and by Farhat et al. [31, and each stored vector should also he
1024 X 1024 pixels are commercially available. Based on this independent. However, in practice, the stored vectors are
data, one may build a hybrid optical neural network of generally not independent: this may produce some ambiguous
32 x 32 (i.e., 1024) neurons using the commercially available results. In computer simulation, we have used an orthogonal
video monitor. projection algorithm to improve the error-correction ability of

the Hopfield model. The OP algorithm is described in the
IV. EXPERIMENTAL DEMONSTRATIONS following:
To show the feasibility of the proposed architecture, an opti- Consider an N-dimensional vector space. in %lhich there
cal neural network with 8 x 8 (i.e., 64) neurons has been built are M vectors V" 1 , m - 1.2,. , Al, of V hits in length
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This set of vectors ( V(' ) will construct a weight matrix T. where U ( t stands for the desired output vector. The initial

The basic concept about the OP algorithm is to project each memory matrix T ° l can be either a zero or an identity matrix.
vector V'o) in the vector set (V( " )} to the orthogonal Using the OP algorithm as described, computer simula-
subspace spanned by the column vectors V("), m - tions have been conducted and the results obtaincd are shown
1,2 . m, - 1. The orthogonal projection vector can be in Figure 5. Four letters, "A", "B". "W," and "X" are used as
obtained from a Gram-Schmidt orthogonalization procedure the reference patterns, as shown in Figure 5(a). By applying
1111, such as Eqs. (6) and (7), the weight matrix T is constructed. Figures

5(b) and (c) illustrate the reconstruction of the letter "X"
Vo-O (V-", V 1 '" 1  (6) from a partial image, by using the OP algorithm and the
M= - V(m) (6) Hopfield model, respectively. The input pattern is a small

portion of pattern X, which is displayed on ihe left side of
where (V(').V/4 n) denotes the inner product of two vectors Figures 5(b) and (c), respectively. The successive patterns, as
V("') and V (' ), and [IV*'" t 11 is the quadratic vector norm of displayed in these figures, represent the output of successive
V"'" ). iterations. Under the same conditions, the OP algorithm is

For a given matrix Tt ''- t , the recursive algorithm for the more robust and has a higher convergent speed than the
associative memory matrix Tt"') can be expressed as Hopfield model, as can be seen in these figures In this

example, the OP algorithm requires only one iteration [see

v(U,,,r Figure 5(a)], while the Hopfield model converges after three
T,_) + (U,) - T,,,_TV )  iterations [see Figure 5(b)].

T =i"1 (7) VI. DISCUSSION
for IIV''" t II * 0 (7) The advantages of using a video monitor as the memory

T,,, matrix are its high resolution (e.g., 1024 X 1024 pixels), large
otherwise dynamic range (about 256 gray levels), and low cost. A further

(a)

b) (c)

(d)

FIgure 4 Expenmental result of an image reconstruction process (a) Three capital letter, to he ,tored in the ,etght narix h) and (c)

Positive and negative weight matrix of Hoplield model (d) Reconstruction ol pattern X hN uing the opital neural net',ork
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(a)

(b)

Figure 5 (a) Foui letters to be storied in the weight matrix. (b) and (c) Reconstruction of pattern A bv. using both the OP algeirithin and
the Hopfield model. respectively
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14. M. Veldkamp. "Amacronic Sensors." Tech. Digest of International model is applied to the analysis of a single microstrip on an
Neural Network First Annual Meeting. 1988. anisotropic lossless nonmagnetic multilayered substrate.

Received 4-19-89 II. THE M-STRIPS MODEL
Figure 1(a) shows the cross section of the generic subject line

Microwave and Optical Technology Letters. 2/7. 252-257 and Figure 1(b) shows the model suggested In this model, the
0 1989 John Wiley & Sons. Inc. thick strip has been removed and replaced by a set of M
CCC 0895-2477/89/S4.00 infinitely thin strips; the charge is allowed to flow among them

until the strips reach the same potential.
These structures are equivalent when the number of strips

M goes to infinity. When M is a finite number, the electric
energy of both, the real structure and the model, is only

A SIMPLE MODEL OF THICK STRIPS IN similar. Dealing with this model we can use the methods

ANISOTROPIC MULTILAYERED previously developed to compute the transmission-line param-
eters when the thickness of metallization is neglected (thinDIELECTRIC MEDIA* strip case).

G. Plaza, R. Marqudls, and M. Homo
Departamento de Electr6nica y Electromagnetismo 11.1. Method of Analrsis
Facultad de Fisica
Universidad de Sevilla a. Variational algorithm. In the spectral domain, the clectc
41012-Sevilla. Spain energy per unit length of the structure shown in Figure Il(b),

can be expressed as a function of the charge densities on the
KEY TERMS conductors as
Thick micros/nrp, ansotropic dielectric, multilaver MIC. MMIC

I AtA
ABSTRACT U = - E E q,'(0)G,,(I?)q,( P) d# (1)
A theoretical model is presented for the ana/-sts of microstrip nulcon , - - -

ductor structures embedded in anisotropic losslen nonmagnetic multilav-
ered dielectric media with finite strip thickness. The model reduces tire where q,(,/) is the Fourier transform of the charge dcni.im on
thick conductor problem to the thin strip care. Calculations are made in the ith strip a,(.%) and G,,(1#) is the Fourier tran',form of the
the spectral domain. Numerical results are given ind compared with Green's function G( x, x'; v,, y,'). where x' - 0 and s. r' the
published data. coordinates of the ith and Ith strips. reqpectiscl,

The expression given in (1) for energy ;, variatio, nal The
I. INTRODUCTION equivalenc- between the ehcrgy of the real and the model

The TEM transmission-line properties of a microstrip on structure when M goes to infinity is guaranited h, the addi-
anisotropic lossless nonmagnetic multilayered substrates can tional condition
be characterized by three parameters: the capacitance C. the
capacitance without the substrate C,. and the series resistance A
R. The solutions for C and C, are usually obtained by , ) ,s = 1 (2)
supposing that the strip is infinitely thin. However. strip -I
thickness may have an important influence on the values of C
and C, especially in MMICs and MICs using thick film The total charge on the strips is Q-
technology Also, the thickness of metallizations must be The charge distributton on each strip is no% represented bs
taken into account to determine the series resistance R by a set of functions in the following ssav
using the incremental-inductance rle [il.

Several general methods are currently available to solve the
problem of the thick strip on multilayered substrate, such as q,(r) - " a r (s) (3)
the finite-element method 121, the network analog approach A-0
[31, and the finite difference method 141. In spite of their
generality, these methods involve, in many cases, an extremely where r, (r) are the trial functions and a, are .anational
large computation time and so they may not be suitable to be coefficients to be computed
put into a more general design or analysis program. There are A mathematical requirement is now imposed on the trial
also other useful methods when simple substrates are to be functions in order to simplify the problem.
considered. These methods can be divided into two general
*This work was supported by the Cnnscrjeria de Educaci6n v Ciencia f' 2F.( s) dr = (4)

de It Junta de Andalucia. Spain -2
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Two-dimensional programmable optical neural network

Taiwel Lu, Shudong Wu, Xin Xu, and Francis T. S. Yu

A 2-D hybrid optical neural network using a high resolution video monitor as a programmable asociative
memory is proposed. Experiments and computer simulations of the system have been conducted. The high
resolution and large dynamic range of the video monitor enable us to implement a hybrid neural network with
more neurons and more accurate operation. The system operates in a high speed asynchronous mode due to
the parallel feedback loop. The programmability of the system permits the use of orthogonal projection and
multilevel recognition algorithms to incree the robustness and storage capacity of the network.

I. Introducllon rithms are used. Experiments and computer simula-
In recent years attention has been paid to problems tions of pattern reconstruction using the proposed op-

concerning the optical implementation of neural net- tical neural network are provided.
works.'- 10  A 2-D optical neural network has been ft
synthesized by Farhat and Psaltis, for which they used Description of the Hoptield Model
the basic concept of vector-matrix optical processing.' Based on the process of association by which the
This optical neural network is composed of a linear human brain stores information, various models have
array of LEDs as an input device, which is intercon- been introduced to describe the collective behavior of a
nected to a weighting mask by a lenslet array. To neural network. Among them, the llopfield model" is
provide the network with self-organization and learn- a single layer neural network with an outer product
ing capabilities, a programmable spatial light modula- learning algorithm, which can also be found in the
tor (SLM) with fine resolution and a large number of earlier literature. 12' 13

distinguishable grey levels is needed as a weighting The Hopfield model consists of a set of neurons
mask. However, the currently available SLMs gener- which are mutually interconnected. He assumed that
ally have very limited space-bandwidth products, few- each neuron operates in a binary state. The output
er grey levels, and high cost, which make it difficult to from each neuron depends on the output of the neigh-
implement such an optical neural network. boring neurons. With this assumption, the operation

In this paper, we propose an optical architecture in of a neuron can be described by an iterative formula, as
which a high resolution video monitor is used to dis- given by
play the interconnection weight matrix (IWM). The N
video monitor also provides the incoherent light source V,(n + 1) =/Iv,(n)l, &,(n) = 7, V,(n). (1)
for processing. This proposed optical neural network
alleviates the low resolution and limited dynamic where f(-) represents the threshold operation, namely,
range problem for generating the IWM encountered in A I, X - o.
previous investigations. To increase further the error = , X <0 (2)
correction and system storage capacities, orthogonal
projection (OP) and multilevel recognition (MR) algo- In Eq. (1), T, is the strength or the weight factor of the

connection betweer the ith and jth neurons, and V,(n)
is the input value to the jth neuron for th nth itera-
tion, N represents the number of neurons in the net-
work, and n denotes the number of iterative opera-
tions.

Note that the llopfield model begins by storing a
set of input-output vector pairs JU(-",V1")J, m =

The authors are with Pennsylvania State University, Department 1,2, . . . M in a neural network with the aid of reorga-
of Electrical Engineering, University Park, Pennsylvania 16802. nized connections. Vectors U' ) and V('" are N bits

Received 31 October 1988. long, which equals the number of neurons N in the
0003-6935/89/224908-06$02.00/0. network. The storage prescription can be expressed
a 1989 Optical Society of America. by a collection of outer product vectors, such as
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" l ' (3)

10, i-.

In the case of an identical input-output vector pair
[Vfm),V(m)J, Tij may be used to retrieve the stored infor-
mation about a certain vector V', which is incomplete
or partially erroneous. The thresholded product vec-
tor can be written as

Vi --N " (4)EN]j ...
d . ;). Fig. I. Partition of a 4-D matrix Ta,, into an array of 2-D subma-

This relationship estimates the target vector V that is trice* T1,,. T,2,,... and TNN..
most similar to the input vector V'. The Hamming
distance is used as a measure of their similarity. If the
output vector is used as the next input vector (i.e., first vieo Monitor Lensiet Array Flectr magi peoro-
iteration), the new output vector would be closer to the SLU Lens Array

stored vector, where we assume that the iteration
would converge to the correct vector in a stable net-
work. Q ---Xl

For a 2-D neural network with N X N neurons, the
Hopfield model can be extended to the following form: Ieer 1

Vk(n + 1) f(vik), v& " TIjVi(n), (5)

where Vgj and Vi represent 2.D vectors (i.e., patterns) (I)
and Tiii is a 4-D interconnection weight matrix.1

We note that matrix T can be partitioned into an
array of N X Nsubmatrices, and each submatrix has an Fig. 2. Schematic diagrR m of a hybrid optical neural network.
N x Nsize, as depicted in Fig. 1. Thus we see that a 4-
D memory matrix can be easily extended by arrays of
2-D submatrices. Video Lenslet Input Output

Monitor Array Device Detectera
0. HybMd Optical Newal Network Imaging

The major difficulty in implementing 2-D neural Lens

networks is the actual construction of the weighting
matrix T using real time SLMs. For an N x N neural
network, the weighting matrix requires an SLM of N4

elements with several grey levels. However, the cur-
rently available SLMs provide poor resolution and a
limited number of grey levels, which limit the process-
ing capacity of the neural network. Fig. 3. Optical arrangement of the neural network.

We propose a programmable optical neural network
in which a high resolution video monitor is used to
display the IWM, l as shown in Fig. 2. This proposed the output plane to form an N X N output array, which
system differs from the matrix-vector processor of represents the product of the 4-D matrix and the 2-D
Farhat and Psaltis, in which the positions of the input input pattern. Needless to say, the output pattern can
SLM and IWM have been exchanged. We note that be picked up by an N X N photodetector array for
this arrangement makes it possible to use a video moni- thresholding and feedback iterations.
tor for associative memory matrix generation instead To form a closed loop neural network operation, the
of a low resolution and low contrast SLM. Again a output signals from the detector array are fed back to
lenslet array consisting ofN X N small lenses is used to the input SLM via a thresholding circuit. It is appar-
establish the optical interconnections between the ent, by the intervention of a computer, that the pro-
IWM and input patterns, where a moderate sized SLM posed optical neural network can be made adaptive.
with N X N binary pixels serves as the input device. We propose that a ferroelectric liquid crysta! SLM
As depicted in Fig. 3, the light beam emitted for each be used as the input device of the system. Accordiag-
submatrix from the video screen would be imaged by a ly, its contrast ratio can be as high as 125:1. 1 7 Since
specific lens of the lenslet array onto the input SLM. the SLM can be addressed in parallel, the detector and
Thus N x N submatrices would be added to the input input arrays can communicate in parallel. Thus the
device. The overall transmitted light can be imaged at electrooptic feedback loop can be performed in a com-
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pletely parallel manner. This arrangement would al-
low the system to operate in a high speed asynchronous
mode. Thus the sequential electronic bottleneck can
be alleviated to some extent with the feedback loop.
Although displaying memory matrices using a video
monitor is relatively slow, the programming speed of
the IWM is not required to match the iteration speed
in the feedback loop. Accordingly, 1024- X 1024-pixel
video monitors are available commercially, for which it
is possible to build a hybrid optical neural network
with 32 X 32 (i.e., 1024) neurons.

The resolution requirement of the lenslet array is
modest. An array of 32 X 32 lenses, each with a diame-
ter of 2.5 mm, can provide at least 10 times the resolu- Fig. 4. Experimental setup. Left to right: TV monitor, 8 x 8
tion of a commercial TV monitor, which has a resolu- lenalet atray, LCTV, imaging lens, and CCD camera.
tion of -3 lines/mm.

However, alignment of the optical system is rather
critical for the matrix-vector operations. The subma-
trices on the TV screen must be precisely imaged onto
the input SLM by the lenslet array in a superimposing
position. Since the proposed optical neural network is
essentially a closed-loop feedback system, the precise
alignment can be corrected by adjusting the position of
each submatrix on the TV screen using the computer.
The intensity of the TV screen can also be adjusted.
Thus the proposed optical system can indeed perform
in an adaptive mode.

IV. Epmntl Demnstrations
To demonstrate the feasibility of the proposed ar-

chitecture, a 2-D optical neural network with 8 X 8 (i.e.,
64) neurons has been built. The experimental setup is
shown in Fig. 4. A Sony video monitor of 384 X 512
pixels is used to generate the associative memory ma- (b) (c)
trix. An 8 X 8 lenslet array (f = 125 mm, 0 = 15 mm)
that provides the interconnections between the memo-
ry matrix and input SLM is constructed. The output
signals are picked up by a Fairchild CCD camera and
then sent to a microcomputer for thresholding opera-
tion. A Data-Cube AT-428 image capture with a dis-
play module is used to provide the interfacing among
the microcomputer, input SLM, CCD detector, and
TV monitor. We have used a transparency instead of Fig. 5. Experimental result of an image reconstruction process:
a ferroelectric SLM for the preliminary experimental (a) four capital letters stored in the memory mask; (b). (c) positive
demonstrations. Note that a Seiko liquid crystal tele- and negative memory masks of the Hopfield model; (d) reconstruc-
vision (LCTV) built with thin film transistor (TFT) tion of pattern A by using the optical neural network.
technology has also been used as a real time input SLM
in our later experiments.

Figure 5 illustrates an image reconstruction process
based on the system described above. With reference camera and then sent to the microcomputer for sub-
to the Hopfield model [i.e., Eq. (3)], four letters, A, B, traction and thresholding operations. Thus a partial-
W, and X, are stored in the memory matrix T. Each ly recovered pattern is obtained at the output end, as
letter occupies an 8 X 8 array pixel, as shown in Fig. shown in the middle of Fig. 5(d). Since the output
5(a). The positive and negative parts of the memory pattern is not quite complete, this pattern is fed back
matrix T are shown in Figs. 5(b) and (c), respectively, to the input SLM for another iteration, a more com-
As depicted in Fig. 5(d),'an imperfect image of A is fed pletely recovered pattern can be found at the output
to the input SLM of the system Isce the seftmost pat- plane, which is depicted on the right-hand side of Fig.
tern in Fig. 5(d)J. The positive and negative parts of 5(d). Needless to say, the positive and negative parts
the memory matrix are sequentially displayed on the of T can be added with a bias level to avoid the nega-
video monitor using the microcomputer. The positive tive quantity, in which a single step operation can be
and negative output images are picked by the CCD achieved by properly thresholding the output signals.
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V. Orthogonal Projection Algorithm

The error correction ability of the Hopfield model is
effective with the assumption that the stored vectors
are significantly different. The correction ability de-
creases rather rapidly as the number of stored patterns
increases. To obtain the desired results, the number
of stored vectors M in the Hopfield model should be
sufficiently smaller than the number of neurons in the
network, as pointed out by Farhat et al.,2 i.e., M < N/4
InN. However, in practice, the stored vectors are gen-
erally not independent, and some ambiguous output (5) (b)
results.

We note that orthogonization techniques have been
used in associative memory and digital image process-
ing. 12,15 In this section, we use the orthogonal projec-
tion (OP) algorithm to improve the error correction
ability of the optical neural network. (d

The OP algorithm can be described as follows: (c)
Let us consider an N-dimensional vector space con- Fig. 6. (a), (b) Positive and negative memory mnsksq of the 0P

sisting of a set of M vectors V(m), which will be used to algorithm. (c) Reconstruction of pattern A by uiii, both the 01'

construct an interconnection weight matrix T. The algorithm and Hopfield model, respectively.

basic concept of the OP algorithm is to project each
vector V("'o) within the vector set IV(m)I onto the or-
thogonal subspace spanned by the independent vec- sult [Fig. 6(c)). In contrast, the I opfield model con-
tors V*"), m = 1,2, ... m0 - I. The orthogonal pro- verges into a local minima, which gives an incorrect
jection vector can be described by the Gram-Schmidt result [Fig. 6(d)J.
orthogonalization procedure, '8 such as A numerical analysis of the robustness of an 8- x 8-

neuron single layer neural network is evaluated.
-IV "  ] V.I-, (6) Twenty-aix capital English letters are used aq the ref-IV*) erence patterns, each occupying an 8- X 8-pixel array.

where (V ),V*( j? denotes the inner product, and The average Hamming distance of the reference pat-
the norm of V(m. terns is -- 26 pixels, and the minimum distance is 4

IIVeneis form of g V * -  ,  u pixels. We assume that the input patterns are embed-
Hence, for a given matrix TI-1), the recursive algo- ded in random noise, where the input SNRs are chosen

rithm for the associative memory matrix T(-) can be to be -5 dB (i.e., 50% noise), 7 dB (i.e., 33% noise), and
exprcssd as 10 dB (i.e., 10% noise), respectively. Figure 7 repre-

rV IV*"l sents the output error pixels against the number of
T, for , e 0, stored patterns for various values of an input SNI.
T. T From this figure, we see that using the -hlpfield model

otherwise, the neural network becomes unstable after storing five
reference patterns. However, using the OP algorithm,

(7) the neural network can retrieve all the letters with 50%
where U(-) stands for the desired output vector, and input noise for twenty-six stored letters. We also note
the initial memory matrix TO can be either a zero or an that the error correction ability decreases substantial-
identity matrix. ly as input noise and the number of stored patterns

Using the OP algorithm described above, computer increase. Nevertheless, the OP algorithm generally
simulations of the proposed optical neural network provides better error correction capability.
have been conducted, and the result is in Fig. 6. Note
that four capital letters, as in Fig. 5(a), are used for the . Mutilevel Recognition Algorithm
reference patterns. By applying Eqs. (6) and (7), the For the case of an ill-conditoned weight matrix, the
associative memory matrix T is constructed, for which Hamming distances between the stored vectors are
the positive and negative parts of T are shown in Figs. very short, which may result in the Hopfield mrodel in
6(a) and (b). The reconstruction of a partial pattern incorrect results. For example, four capital English
of letter A by using the OP algorithm and Hopfield letters, T, 1, 0, and G, are stored in the associative
model is shown in Figs. 6(c) and (d), respectively. The memory matrix, as shown in Fig. 8(a). Although the
successive patterns in these figures represent the input pattern is a partial letter G, the [lopfield neural
successive iterations. Thus we see that the OP algo- network failed to reproduce the pattern for which the
rithm is generally more robust and has a higher conver- output result falls into a local minima, as shown in Fig.
gent speed compared with the Hopfield model. Fur- 8(b). We note that, in some cases, the output %kould
thermore, in this example the OP algorithm requires not converge to a correct result, even when the input is
only two iterative operations to obtain the correct re- exactly the same as one of the reference pattern.. In
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Fig. 7. Performance of the Hopfield and OP models.

V'=G

(a) (b)TOT
Fi . 8. () Four letters stored in the memory mask. (b) Recon- V=(G

struction of G by using the Hopield model.

other words, the Hopfield model is effective only in Fig. 10. Flow chart diagram of the MR algorithm.

dealing with independent patterns.
From the above example we see that the smaller the As an example, we consider once more the four let-

Hamming distances among the stored patterns, the ters shown in Fig. 8(a). According to the similarity of
less the error correction ability. However, it is also the patterns, the above four letters can be classified
known that the less information stored in the memory, into two groups, namely, [O,G] and IT,II, T and 0 are
the more effectively the neural network can correct the arbitrarily selected from these two subgroups to form a
error. Using the advantages of the programmability root group IT,0, as shown in Figs. 9(a), (b), and (c),
of the proposed optical neural network, a multilevel respectively. Instead of constructing an associative
recognition (MR) algorithm is developed. This algo- memory matrix TTIOG, three submemory matrices,
rithm adopts the tree search strategy that increases the TTO, To0 , and TTI, are composed and stored in the
error correction ability by reducing the number of microcomputer. In the first demonstration, the mem-
vectors stored in each memory matrix. 19 The MR ory matrix ToT is displayed on the video monitor, and
algorithm first classifies the reference patterns into an input vector V', which represents the partial image
subgroups and then develops a tree structure accord- of G, is presented on the input SLM of the system.
ing to the similarity (i.e., Hamming distance) of the After converging to a stable state, the output vector
reference patterns. A smaller number of reference V*, as shown in Fig. 9(d), is compared with the stored
patterns can be stored in the memory matrix built for vectors 0 and T by using the Hamming distance as a
each subgroup. The MR algorithm then changes the criterion. More specifically, if the Hamming distance
memory matrices with reference to the Hamming dis- between the vectors V" and 0 is shorter than that of T,
tances between the intermediate result and the pat- the memory matrix Too will be used to replace the
terns in different subgroups. In this manner, the stor- matrixTor. Afterward, the input vector VO is fed into
age capacity is not limited by the size of the neural the network for a new round of iteration, for which the
network. However, the trade-off is that the process- letter G is retrieved, as shown in Fig. 9(e). A flow chart
ing speed is slowed down due to changes in the memory diagram to illustrate this tree search operation is
matrices, shown in Fig. 10.
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VI. Concalkud Remarks 5. A. D. Fisher and J. N. Lee, "Optical Associative Processing

A video monitor displaying the IWM offers the ad- Elements with Versatile Adaptive Learning Capabilities," in
Technical Digest, Topical Meeting on Optical Computing (Op-vantages of high resolution (1024 X 1024 pixels or tic lSocietyofAmerica, Washington, DC, 1987), paper TUA5-1.

more), a large dynamic range (-256 grey levels), and 6. J.-S. Jang, S.-W. Jung, S.-Y. Lee, and S.-Y. Shin, "Optical
low cost. Further development of high definition TV Implementation of the Hopfield Model for Two-Dimensional
technology would enable us to synthesize even larger Associative Memory," Opt. Lett. 13, 248-250 (1988).
neural networks with higher speed operation. Cur- 7. B. Macukow and H. H. Arsenault, "Optical Associative Memory
rently, integrated optics technology may provide a mi- Model Based on Neural Networks Having Variable Interconnec-
crolens array containing 30,000 interconnections on a tion Weights," Appl. Opt. 26, 924-928 (1987).
glass substrate. 2°  Given an addressing time of the 8. D. Psaltis, J. Yu. X. G. Gu, and H. Lee, "Optical Neural Nets
ferroelectric SLM of the order of 10 - 4 s and a TV frame Implemented with Volume Holograms," in Technical Digest,
rate of 30 frames/s, the operational speed of the pro- Topical Meeting on Optical Computing (Optical Society of

posed system with 1024 fully interconnected neurons America, Washington, DC, 1987), paper TUA3-1.

can be as high as 104 X 1024 X 1024 = 1.05 X 1010 9. M. Takeda and J. W. Goodman, "Neural Networks for Compu-
tation: Number Representations and Programming Complex-

operations/a. However, if the MR algorithm is used, ity," Appl. Opt. 25, 3033--3046 (1986).
in which the operation speed is dependent on the ad- 10. R. Hecht-Nielsen, "Performance Limits of Optical, Electro-
dressing speed of the TV monitor, the system would Optical, and Electronic Neurocomputers," Proc. Soc. Photo-
have a speed of 30 X 1024 X 1024 = 3.146 X 107 Opt. Ins.z-m. Eng. 634,277-306(1986).
operations/s. 11. J. J. Hopfield, "Neural Network and Physical System with

Modifications of the Hopfield model, such as the Emergent Collective Computational Abilities," Proc. Nat.

orthogonal projection and multilevel recognition algo- Aced. Sci. USA 79, 2554-2558 (1982).
rithms, are implemented in the proposed system as 12. K. Kohonen, Self-Organization and Associative Memory

sow.We stress that the proposed 1(Springer-Verlag, Berlin, 1984).shown in is paper.3. D. E. Rumeihart and J. L. McClelland, Eds., Parallel Distribut-
optical neural network can also be used to implement ed Processing: Explorations in the Microstr'icture of Cogni.
multilayer and high-order neural networks. The pre- tion, Vols. I and 2 (MIT Press, Cambridge, 1986).
liminary experimental demonstrations and simulated 14. S. W,', T. Lu, X. Xu. and F. T. S. Yu, "An Adaptive Optical
results have revealed that the proposed optical neural Neural Network Using a High Resolution Video Monitor," Mi-
network possesses high programmability and parallel crowave and Optical Technology letters, 2, 252-257 (1989).
operation, which in principle can be made highly adap- 15. G. Eichmann and M. Stojancic, "Superresolving Signal and
tive. Image Restoration Using a Linear Associative Memory." Appl.

Opt. 26, 1911-1918 (1987).
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Optical disk based neural network PBS2 and PBS3. The readout beams are then enlarged by
the microscopic lenses L2 and L3, respectively, and then

Taiwel Lu, Kyusun Choi, Shudorg Wu, Xin Xu, and Francis superimposed on a diffuser. Notice that the structure be-
T. S. Yu hind the diffuser is basically the same optical neural network

Pennsylvania State University, Department of Electrical as described in Ref. 2.
Engineering, University Park, Pennsylvania 16802. For a single layer neural network with N X N neurons, the
Received 21 August 1989. IWM is a 4-D matrix of N 4 elements, which can be parti-
Sponsored by Jacques Ludman, Rome Air Development tioned into an array of N X N submatrices, and each subma-
Center. trix is of N X N size.6

0003-6935/89/224722-03$02.00/0. A lenslet array consisting of N x N small lenses is used to
© 1989 Optical Society of America. establish the optical interconnections between the IWM and

input pattern, where a moderate sized SLM with N X N
Using an optical disk as a large capacity associative mem- pixels serves as the input device. As depicted in Fig 2, the

ory in an optical neural network is described. The pro- light beam emitted for each submatrix from the diffuser is
posed architecture is capable of data processing at high imaged by a specific lens of the lenslet array onto tht input
speed. SLM. Thus an N X N number of stbmatrices is added onto

the input device. The overall transmitted light can be sepa-
It is well known that optics is capable of performing mai- rated by PBS4 and then imaged at the output plane to form

sive interconnection in 3-D space. Several optical neural two N X N output arrays, which represent the product of the
network architectures have shown potential for high speed 4-D interconnection weight matrix (i.e., T' and T-) and 2-D
parallel processing.".2 R-cently, the rapid growth of optical input pattern.
disk (OD) storage techniques has provided another advan- To form a closed loop neural network, the electronic sig-
tage for optics in large capacity information storage and nals from .wo detector arrays PDI and PD2 are :ent to a
processing.3 In this Communication, we propose an OD parallel electronic postprocessing array. The circuit would
based optical neural network architecture for high speed and consist of a buffer, comparator array, and threshold ing array.
large capacity associative processing. The output pattern can be fed back to the input SLM for

The OD stores information in a binary form. Two neural further iterations or sent to the microcomputer for decision
network models, i.e., the binary pattern associator (BPA)5  making via an interfacing circuit.
and the tristate interpattern association (IPA) models are We propose that a ferioelectric liquid crystal SI,M be used
suitable for mapping the interconnection weight matrix as the input device of the system. Accordingly, its contrast
(IWM) on an optical disk. Since the IWM for the BPA is a ratio can be as high as 125:1. Since the SLM can be paralle-
binary matrix, it can be directly recorded on an OD. The ly addressed, the detector and input arrays can communicate
IPA model assigns to each element [either a I (i.e., excita- in parallel. Thus the electrooptical feedback loop can be
tion) or -1 (i.e., iiihibition) or 0 (i.e., no relation) in the IWM performed in a completely parallel manner.
based on the association of special and common features Several types of optical disk are commerically available,
among reference patterns. Since thu IWM can be written such as the read-only CD-ROM, the write-once optical disk,
into positive and negative binary matrices T + and T-, re- and the magnetooptical erasable disk. Here we select Opti-
spectively, T+andT-can be separately recorded on an OD. men 1000, a 30-48-cm (12-in.) diam read-only OD, as an

Figure I shows an optical neural network using an OD for example, which can store as much as 2.05 Gbytes of informa-
the large capacity storage of IWMs. In this figure, a pulse tion on two sides of the disk.'
laser beam is divided into two orthogonally polarized beams The area on the disk surface on which the laser beam is
by a polarized beam splitter PBS1. These beams are direct- focused is chosen to be I mm 2 . This is primarily due to the
ed to the moving heads scanning on both sides of the OD, on limitation of L2 and L3, the microscopic lenses' field of view,
which T* and T- can be simultaneously read out. Thus the in which the magnification factor is -70. An area of I mm-
positive and negati ,e matrices of IWM are orthogonally consisting of 529 X 529 bits can be used to store the IWM 'jr
polarized. Each moving head consists of a mirror, polarized a 23- X 23-neuron network. The configurati,n of an Opti-
beam splitter, quarterwave plate, and microscopic lens to men 1000 OD and the arrangement of blocks in tracks and
enlarge the readout matrix. The moving heads travel along sectors on the disk are illustrated in Fig. 3. Note that the
the diagonal lines of the disk that cover the most inner to the number of blocks varies radially in different ectors. Al-
moetouter tracks. Polarized beam splittersPBS2 and PRS3 though there is a slight distortion of the blocks due to the
are aligned in the same direction as the incoming beams radial structure of the disk, it can be compensated by either
Since each reading beam passes the quarterwave plate twice, lenses L2 and L3 or input SLM with photodetector arrays.
it rotates the polarization plane by 90* and is reflected by To retrieve an association, the mc ving heads would simply
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Fig. 2. Optical arrangement of the neural network. Fig. 3. Optimen 1000 disk and the IWM blocks on disk.

aim at the right blocks to capture the IWM with pulse laser Now let us consider the requirement for the rotation speed
and then image them on the diffuser. The pulse width and ofanODdriver. The size ofa pit is-l um on the OD surface.
power of the laser are related to the response time and The traveling distance of the moving heads should not ex-
sensitivity of the photodetector array. The response time of ceed I pm in pulse duration (i.e., I nas) to avoid blurring.
a typical photodetector is in the 1-na range for which a pulse Therefore, the maximum spinning speed of OD is given by
laser in na;,oeecond width should be chosen. The required
power of t".. laser can be estimated: V°D -  X 109 X 60/(r X 12 X 0.025) - 63,662 rpm,

6PL>S (1) which well exceeds the speed of the commercially available
OD driver (-1122 rpm). We shall use the 1122 rpm to

where PL is the power of the laser, Sp is the sensitivity of the estimate the performance of the proposed optical neural
detector, and the absorption coefficient q of the system can network.
be written I - 0.5tlt 2t3, tj represents the reflectivity of the Based on the above design parameters, there are -14,600
OD, t2 the transparency of the input SLM, and t3 the energy blocks of the 529 x 529 matrix on each side of the CD.
lon factor between the diffuser and input device. Assume that each block can store fifty associations by using

We assume, for exmple, that tl - 0.5, t2 - 0.2, t3 as 5 x the IPA model; there would be -730,000 associations per
10-3, and Sp - -10-5 W; the laser power can be estimated as disk. Notice that this number is almost 5 times the 150.000

entries of a Webster's Collegiate Dictionary.
PL > 10-6/(0.5 X 0.5 X 0.2 X 5 X 10- 3) - 40 mW. Since the existent OD driver spins at 1122 rpm, the reading

15 November 1989 / Vol. 28. No. 22 / APPLIED OPTICS
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heads take -45 js on average to move from one block to We acknowledge the support by U.S. Air Force, Rome Air
another. We assume that the parallel electronic circuit per- Development Center, Hanscom Air Force Base, MA, under
forms postprocessing within this duration. Since each block contract F19628-87-C-0086.
consists of 279,841 connections, this yields an average pro-
cessing rate of about
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SYMBOLIC LOGIC PROCESSOR USING input logic units can be represented by the patterns shown in
Figure 2(b). The operational mask displayed on LCTV3 isCASCADED LIQUID CRYSTAL depicted in Figure 2(c), in which (a. . y, 8) represent the

TELEVISIONS (LCTVs) switching states (0 or 1). Thus, we see that the complete 16

logic operations can be easily obtained by using the cascadedFrands T. S. Yu, Yong Ain. and Chenhua ZhangLCVtcnq.asgvniFgue.
Electrical Engineering Department LCTV technique. as given in Figure 3.
The Pennsylvania State University The experimental demonstrations have been obtained with
University Park. Pennsylvania 16802 this proposed LCTV architecture. As an example. the results

of the exclusive-OR (EOR) logic operation arc presented in
KEY TERMS Figure 4. Although, in principle, a logic unit can be encoded
Optical logic processor, liquid nrstal televistons, optical computing, onto 2 X 2 LCTV pixels, due to alignment dillicut. 8 x 8
signal protessing pixels have been used in our experiment.

ABSTRACT Ill. SYMBOLIC LOGIC FUNCTION PROCESSOR
A shadow custing optical logic arra" processor using cascaded pro- In this section. a technique of performing two-lesel logic
grammable liquid crystal televisions (LCTVs) is described. We have functions, based on the proposed architecture mentioned
shown that the 16 basic logic operations cuts be easi- achieved with this above, is described. We note that any tmo-levcl logic function
technique. A technique of performing two-letel logic funcoon using a
modified version of this proposed architecitures is also given. We have can be expressed in the sum-of-product form as
shomn that ant two-level logic function can e performed with this
technique. The e.pertmental demonstrations of this optical s.'mbohic logic f( x1 . x, . , )
processor are also provided.

aiXIx.v, + ax,.x, 4- a A ,X . + a X\ %:, 4 .
I. INTRODUCTION

An optical logic array processor using shadow casting tech- + a. X,, x,, -C ,,, ., a 2 ,,

nique was first proposed by Tanida and Ichioka (l. They have - (1)
shown that efficient binary logic operations can be performed + 1 x + a,,.%,,

with the parallelism of optics. Subsequently, Li, Eichmann
and Alfano [2) have demonstrated a hybrid encoding logic where a, is 0 or I determined b, the particular function..V
using shadow casting for digital optical computing. A tech- and x, are the logic and the inverted logic variables. respec-
nique of using polarization-encoding for the shadow casting tively. and
logic unit was reported by Karim, Awwal, and Cherri [3].
Interesting optical space-variant logic array based on the = ( is - 2) (la)
shadow casting principle was also discussed by Yatagai (4].

Recently, liquid crystal televisions (LCTVs) have been To perform a two-level logic function as described in Eq (i).
frequently applied to optical signal processing, because of the product term of every two logical variables must first be
their low cost and programmability (5-81. We have proposed a obtained and then added accordingl, to the particular fune-
symbolic logic processor utilizing cascaded LCTVs to perform tion. To obtain the combinations of an, two logic variables.
the logic operation (91, in which two input patterns and the the variable patterns and operational mask are generated into
operational mask are, respectively, written on three cascaded the cascaded LCTVs as schematically depicted in Figure 5
LCTVs. For example. each variable pattern is ssnttcn in row direction

In this paper, we shall discuss the basic logic operation as in LCTVI, and in column direction in LCTV2. respectively
obtained from this hybrid optical processor. A technique to The operational masks determined by the required function
perform two-level logic functions based on this architecture is are programmed into LCTV3. The corresponding output light
also included. Experimental demonstrations obtained with distribution behind LCTV3 must be the combinations of two
this proposed symbolic logic processor are provided. The logic variables. Figure 6 depicts the optical setup of a modi-
apparent advantages of using the cascaded LCTVs as applied fled symbolic logic function processor The basic difference
to symbolic logic processing must be the low cost and pro- between this architecture and the previous one is using a
grammability. focusing lens I., to integrate the output intensit from the

cascaded LCTVs. It is therefore apparent that the logic OR
II. LCTV SYMBOLIC LOGIC PROCESSOR operation can be obtained with this setup A photocell located
A LCTV symbolic logic processor using the shadow casting at the focal point of I., is to detect the intensity which
technique is depicted in Figure 1. A collimated light which can represents the output logic function If there is a logical "1""
be either coherent or incoherent light is used to illuminate behind LCTV3. a peak can be detected by this photocell
three cascaded LCTVs. Two input encoded patterns are writ- indicating a "I": otherwise, it has "0" output To increase the
ten on LCTVI and LCTV2, respectively. The third LCTV system accuracy. an electrical thresholding circuit is used after
generates the operational mask corresponding to a particular the photocell Since the output function is represented by an
logic operation. The product of three patterns is then imaged electrical signal. it can be directly stored into the high-speed
onto a CCD area detector, in which the output data represent memory subsystem of a microcomputer for further usage
the logic operation. To encode input logic data, a binary Furthermore, if one uses high contrast spatial light modula-
pattern is divided into 2 x 2 cells, called logic units. As an tors (LCTVs). this proposed architecture %ill prosvide a possi-
example. input logic units (or patterns) a and b are, respec- ble method to perform multilcsl logic functions
lively. illustrated in Figure 2(a) Since LCTVI and LCTV2 are We no% provide a couple of experinicntal dcmonstrations
closely cascaded, the combination states of these encoded obtained with this proposed architecture Tso logic functions
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Light source L, LCTVI~LCTV2

vCCD Detector

Memory and I
Interfaces

Figure 1 A symbolic logic operation processor using cascaded LCTVs
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Figure 2 (a) Encoded input patterns. (b) Product of the input patterns. (c) A logic mask
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Figure 3 Representation of the 16 logic operations
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INPUT A B C F, F.

X-0 Y0 i OUTPUT-0 0 0 0 0 1

00 0 0

0 1 0 0 1

0 1 1 I 1

INPUT 1 0 0 0 I

X-0 Y-1 OUP- 1 0 1 1 0

O I 1 0 I 0

t O 1 t 0

INPUT Figure 7 Truth tables of the two logic functions

OUTPUT-I
X-I Y-

OUTPUT-0

X-1 Y-I
Function F, Function F2

Figure 8 Operational masks for (a) function I and 1h) function 2
Figure 4 Outputs of exclusive-OR operation

are chosen as examples:

i 4 f,(A. .C) -A D B +C: (2)
fz_,. B,C) -,i : + A9 + BC. (3)

f1l 20 Figure 7 illustrates the truth table of these functions. With

pv o reference to the logic functions of Eqs (2) and (3), two
(I 2) n operational masks (i.e., LCTV3) for Eqs (2) and (3) are as

depicted in Figure 8(a) and (b). respcctivclv We note that
n 'CC - C is used to obtain C in the operational mask (LCTVJ)

nof/(A. 8, C). The output intensity distributions correspond-
ing to the two logic functions fr and F, by using the input
logic variables (LCTVI and 2) and the logic operational
masks of Figure R(c) and (d) (LCTV3). respectively. are given
in Figure 9. By detecting the zero-order inte!',,ties. binary

LCTVI LCTV2 LCTV3 values of the logic functions of f, and F, can be obtained.
This can be easily done by thresholding the output intensity

Figure 5 Spatial arrangements of logic variables in logic function
processor

Light source L, LCTVI" LCTV

Photocell

Memory and THRESHOLD
Interfaces

Figure $ A ssmholic logic funclin procrssr
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INPUT I (LCTV I)

ABC =000 ABC=001 ABC=0lO ABC=0111 ABC= 100 ABC= 101 ABC= ItO ABC= Ill
INPkUT2(LCTV2)

ABC =000 ABC=001 ABC=01O ASC=Ol1 A9C=100 ABC= t0t ABC= ItO A9C= Ill

OUTPUT OF F0(,8,10)

0 0 0 0 I 1
OUTPUT OF FA4A,8,C0)

10 1 1 1 0 0 0

Figure 9 Output of function I and function 2 with diffrent input

level. For example, as shown in the fourth column, the output from the basic 16 logic operations, we hase shown that the
logic value of F, is measured as 1. with respect to input same processor can perform any two- Icvcl logic function.
A - 0. B - 1, and C - 1. For the fifth column, tile logic Major limitations of using LCTV must be the low resolution,
value of F, is 0, with respect to the input A = 1. B - 0, and low contrast, low speed and low transmittance, which prevents
C - 0. Thus, we see that any two-level logic function can be widespread practical applications. Neverthcless. the low cost
performed easily with this proposed symbolic logic processor. and programmability of the LCTV would stimulate sonic

interest in the application of symbolic logic proccssing Since
IV. DISCUSSION the digital computation can be divided into a series of specitic
Since a one-cell-to-one-cell shadow casting relationship is logic functions, perhaps sonic specialized digital uniprocessors
required in the proposed technique, the separation of the may be implemented based on this proposed optical
cascaded LCTVs must be adequately small, so that the processor.
diffraction effect from one cell imaged onto another cell is
negligibly small, i.e. (10, 111, ACKNOWLEDGMENTS

d2 ~We acknowledge the support of the U.S. Air Force. Rome Air
Z - (4) Development Center. Hanscom Air Force Biase. Mas-

A sachusetts, under contract F196?8-97-C-0096.
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NEW DESIGN OF FLAT GAIN AND Figure I Schematic diagram of the test siruturc and it% mcasure-

WIDEBAND FIELD EFFECT STRUCTURE ment mounting

Chrilophs, Byl and Yves Crosnloe
Centie Hypefrtiences et Sermiconducteurs
U.A 287 CNRS -Sit P4
Universiti des Sciences et Techniques de 11116 Flandrtes Artois
59655 Villeneuve D'Ascq Codex. France

KEV TERMS Fr i
Traveling wat'e ield effect transistor, u,,dehand integrated amplufiers

ABSTRACT'
This paper proaidesr a new possihilits of reali:ing in chip ferne widehand I

a nipltjjlers wil, imple wide late fcied effect structures. hT taking adttd"- ~I
rage of esperialhr designied electrode term~inations to ovrconle inherent 1111 sl~5
traceling wat.. losses. Demonstration of these properties is performed j iI
through rous rea/imalins and is based an dituributed riquaaen circuit
noodilling.

1. INTRODUCTION
Applications of the traveling wave concept to GaAs long
electrode field effect devices have been widely studied in the
past few years and have given rise to various attempts in the
range of microwave functions as couplers, isolators, phase 3

shifters, modulators, and amplifiers 11-51. Among all these ____________

functions, amplification is one of the more exciting but it Fiue2ka tolgesfth1.0. n015m gtedi
presents inherent difficulties due to the extreme complexity of Figucures2 lstdleoh I 1 ad05vi ae ~dl
the involved phenomena.

The present paper provides new insight on this topic and

shows that the fundamental limitation related to propagation elcrdstawodbepneddinaovninl E
losses can be overcome, to a large extent, by using particular lcfgtro tae woudre oneded in aupe conenional F1,
electrode configurations in association with on-chip imple- cnfigurti. T e hrce onnthed ntoumredhs impedancs is ,

mented terminal lumped impedances. Such a property is first andrforme coicg tof the naitre of anese impdatncefsths
illustrated through experimental results carried out with a test Sprmeerscordn to stuthe citer of n opiaton pot tone
single gale structure exhibiting a I mm gate width. Terminal Sipraters, olt teruturonIder inu a trinon or asn

impedances of various kinds are investigated and optimum oiutu. whith otemiation cni as inpu ahndrininatisunsantas
configurations are demonstrated to greatly influence amplifi- oaupuot.hs optimmati bl gosso bain Ain ah substa

cation bandwidth. Then these results are interpreted with the valquenc fobh ai.mu awilabl ginie (Ma(,) o the wid
help of a simulation using a distributed circuit small signal frequeinc bodrder th, butp resnatl amiiieaties cofditiond

apprachopertedwiththeSPIC prgram Fially taing The structure has been realized in our lahorator' %sithi a
advantage of properties stated throughout this study. we ex- Iisgaelnt.31iitol Adhada3pnd.--ouc

leand e shliato, with merel ralied wdevies the0 distance. Its exact topology is represented in igure 2 As can
FF-s ad w shwwit esecillyrelizd dvics. hepossi be seen, its drain electrode -Aidth it lnts 9 juim in order to

bility of achieving directly integrated amplifiers with very wide behave as a propagation line. The main characteristics of this
frequency bandwidth.stuurae

2. TEST STRUCTURE g,-1201 niS (tramsctndwmv )

A schematic representation of the test structure is given in -2V (id f o11C
Figure 1. The source electrode is uniformly grounded. Termi---2V (pnhofsrtic

nations 2 and 4. which correspond to parts of gate and drain R, 35 SI (gate rcesismcs)
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its Iioint erracti ye int CCcIoh erting capability. The oli cal
jltrft't shut fle I PS) which fornms the basis of such anl inter- 55
(I IoelCt ii li lidwork is is o se.' l Cic ept in op~ticalI com put er (al (b)
orchif ecwire. Hteceitly. propoisails oif optical PS have been
madlle byv ( i'imiiiii o et !.' stood MurciC

2 
lr ap~plicaitio~n to Fig. 1. Demiotistril ion ofi G2 (I) (ir.e Mt l Ini..4 1.1VS lerfimila.

\1I SI system ani Uid sinil c e he opt ical fillers, respectively. (ion: (a) input data; tIi the shuffled % r sOii I lthi mimb tersi small
Ni 'cc recnii t Iy, I .ohnIiU lii et tit. a implemeintieLd thle optical I'S boxeIs represelit tile soddress optil

willsI lie use iii lur pristus.1 lii IhiisLetter, we shall demton-
st rute t hat t wit sets ofdttla cain ie shutiied using asit optical
splatialtfilter. Ali expierimnital demunisleation is also pro-
vidled.

Origioiiuly, the termn I'S referred tiia mnethodo(Ifshuflling N
iiumbiil(f cards (N - 2', ahlhig ian initeger). 'lheutpper half P
of the cards are reimoeved anid theni interlaced with the lower L L-
half. Examples (If PS applications to FF1' and sorting algo- Stoa
cit hms have been discussed by Stone' and Parker$ In some 01t 7 Il
applicnitions, however, the use of other composite integer (M I
inp~uts icist end of N inputs is required. The perfect interlac- .
ing ouf the tipper half of the M4 inputs with the lower half is
called (12.M/20) class generalized perfect shuffle (GPS).6
Figure I shows a demonstration of G'..,i) tie., M - 6). We +t I - I
note tiiit I'S is only A special case of (lie GV1S in (the class (of

G ,.t).anti this kind of shuttling (lf data can be quickly Fig. 2. Op~tical P'S system: so aii s7, iljli diitii: 1-1, 1.2. lenIses; If,
achsieved bly optical splatial filterinig.1  hittcriog gratilng

Thbe eoltical system tel performn the (;2 AI/(il Class (IPS is
dlciictedlin Fig. 2. Tlwo setsdof(ltsarce designlated bysf(i,y)
stood1 .t2 tr,y), which are sepanrated by a distance 213 at the input
Iflaile IP,. With coherenti illulminatioln, the ceomptlex light
distribuetieon at the spatial frequency planie P., can be die-
scribed as

Ktp~q) - S~t,q.) espt -itiei 4 S,tpme) ezplqt. ti)
wllereSjlt,q) n S-111 ,q) aire t(lie Fo~urier spectra of the inlput
data sI(x,Y) alid s,v,* rjelopectively. To implement perfect
shuffle, we weould pllace a sinusolidal grating in the Fourier

* iplanie P2'. WVe assume that the grating formula is (al

wie re a~il is n smalli disp laremi i ceinstant. Thius, the out-
puit light field chist ribl its# ul P1 canI be showni as

Fig. 3 IFxperionllestlt Itit II he t2 . ti11 GVlS lit lput (into; (l
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Fromt the third term of Eq . (3), we see that s I x,y) amid s2 xWtogether withI wavefroiit t its at the aperture edge in at ilItrec
are slightIly shiIted ini opposite dIirect ions along thle Y axis. If tion perpendicular to the edge, i.e., for a circular apertuire,
the incremental shift Ail is equal to the separation between radial tilts at the edge. Riadial tilts provide the lttttidfry
the processing data, s, amid s-1 would he perfectly interlaced, conditions required to solve the P~oissont Eq. II) andI est iniate
TIhus, tlie two sets of inpuat datia would be perfectly shuffled. thie wavefrunt z(x ,y), giveni tlie inutred 0Vllr\,tt o d ist riho

In the experiment, we used two sets of English letters as tion p(x,y-). This approach has several advantages
input data for demonstration. Figure 3(a) shows the input (1) The wavefront curvature is a scalar field. It reiries
data. Figuare 3(b) gives the shuffled data obtained with the cnly one measurement per sample point. This is certainly
proposed technique. Note that thle input anil output format easier than measuring a tilt vector field, which requires itia-
are not compatible. Tlhis will present no p~roblem if we tailor suring the two componients of the tilt vector at each samtple
design either the input or outpuit data system. Suppose the point Indeed we dIescrib~e below a simpile optical setup1
iniput bit spot size is(t.l mn, anth~~eir spacing in the Xamid Y which gives both the local wavefrunt cuirvatuire insidv the
dlirecttis is .'t).25 and.5 ninii,resp~ectively, alt 8( X 81.1 mm1 pupil and the wavefromit slope at thle puptil edgec
apetrure opt1ical CPS can shuffle as many as I12,800 light (2) Assumiing inertial turblnence, the tower sl1(It rumt 1
channels. Furthermore, if two of the systems are cascaded the wavefriint surface decreases as k-l". w&here I? is the
in tandem, the PS operation can be applied to a 2-1) data wavenumber. Hence, the power spectram uf thle ciir\attire
caray, such that one shufles horizontally and the other verti- varies as kil):; it is almost flat. 'This implie's that tsjrsat re
catty. Obviously. the major disadvanitage of the system is fluctuatimis at twod(iflerelit points are only slightl t rlat-
that it represents a negative process. With a phase-only ed. Since the process is Gaussian, they. are almtost statisti-
sinusoidal grating, however, the energy efficiency can be cally independent. Tlhis is not the case for tilts Ahli It are
increased to 33%. Considering the maussive amounts of data knownt to lbe highly correlated. Curvat ore ineastirvinents
it handles, the GPiS might lie a viable tradle off for sonme are therefore expected to be more efficient than tilt iteistire-
appl icat ions. men ts.

We aknolede te sppot oftheU.S Ai Foce ome (3) Perhaps the niost interesting property of thlis at)
AiWelkowlee thne sulHansrtomhU Air Force ouner p roach is that membrane or bimnorph mnirrors can lie uisedl as

Air ~evlopnen ('nte, Hnscon Ar FrceHas, uder analog devices which automatically solve the Ploisson equta
contract no. F19628-87-C-0086. tion when proper voltages are applied. Hience the ,ignal
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We propose here a new conceplt for real timte sensing amid
compensation of atmospherically distorted wavefronts using -

incopheremit broadhanid sources. White light wavefront sen- *
.1ut '41CullI) mii-i III aUtim111ivu o.tttii.il byt-s tlt all 61 at

measuring a vector field, the local wavefront tilts for wave-

propose to measure instead the local wavefront curvature . ~ .,-

pAx,y). Laplacian of the wavefromit surface ir(x,y),FiIDifrnetsthonl bevpat.P,11dPa

a.,.) I - - vi(It measure of the fisct curvatuore ti'sirilioiit tit i thi' igtititig : '.ti*
ax, [ront WV It also measures the wiiti-hrin rail tilt at thte edge
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APPLICATIONS OF PHASE CONJUGATION TO A JOINT TRANSFORM CORRELAIOR
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An investigation of using phase conjugate techniques to remove phase distortion in a joint transform correlator i IC) is pre-

sented. For improving the accuracy ofdetection. a phase encoding method based on the nonlinearity of phase conjugation is also
proposed. Experimental results and computer simulations are provided.

1. Introduction Another problem common to the JTC, as well as
other coherent correlators, is that the width of the

Recently, advances in photorefractive materials correlation spot is too broad, and the cross correla-
have stimulated interest in the application of phase tion intensity is too high. To improve the accuracy
conjugation techniques to a number of signal pro- of correlation detection, the object functions can be
cessing problems [I]. Presently, the phase conju- pre-encoded. The inherent nonlinearities in phase
gation mirror, based on the self pumped configura- conjugation may be used for this encoding process.
tion (21 in photorefractive crystals, exhibits Let us now consider a four-wave mixing JTC. as

reflectivities as high as 70%, while requiring only a shown in fig. I. We propose the object beam of the
few tens of milliwatts of optical input power. Thus, four-wave mixing is applied to the input of a JTC.
this greatly extends the range of practical applica- Notice that this configuration would have two major

tions of phase conjugation mirrors. In this paper we advantages.
will explore its application to a joint transform cor- I. The phase distortion due to the input SLM can

relator (JTC). The JTC 13,41 is a powerful image be automatically compensated by the conjugated
processor, particularly for pattern recognition appli- wavefront.
cation, since it avoids the synthesis and alignment 2. An additional amplitude or phase modulation
problems of a matched spatial filter. In most coher- produced by the nonlinearity of phase conjugation
ent image processing applications, the input objects
are required to be free from any phase distortion. The
input objects of a real time optical processor are usu- Loser

ally generated by means of a spatial light modulator e, S...

(SLM), however, most SLMs introduce some sort of , - _---- ' --

phase distortion. We note that phase distortion can
sevcrely degrade the correlation characteristics in a
JTC. Although liquid gates may be used to compen- Bs' 8S0

sate the phase distortion to some extent, they can only I
remove the external distortion but generally can not to 0 1
compensate the internal distortion of the devices.

Furthermore, holographic optical elements (HOE) P0

may provide another means of phase distortion re- Fig. I. Experimental setup. BS. eam splitter: hi. mirror: 0.

moval 151, but they have the disadvantages of crit- ject . Q. quarer wave plate: A. anal)zer L,. imaging lens:

ical alignment and cumbersome fabrication. Fourier transform lens: P0. output plane.

0030-4018/89103.50(© Elsevier Science Publishers I
(North-Holland Physics Publishers Division)
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may provide a means of improving the accuracy of imaging system. L=s-f s is the image distance./ is
:orrelation detection, the focal length of lens L1. k=2n/. A is the wave-

length of the light souce.
Thus, the reconstructed beam emerging from the

2. Prineiple crystal is given by

It is well known that phase conjugation can be pro-

duced with a photo-refractive crystal. With referring X expi - ik(x' +y')/2L I exp iG(x/M, y/A) ].
to the JTC in fig. 1, the readout beam is adjusted be- (3)
yond the coherent length with respect to the writing Notice that expression (3) does not repesent the x-
beams. In other words, the setup represents a two-
wave mixing configuration with a real-time readout act phase conjugation of expression (2). The am-
beam. Notice that the expanded collimated Ar* laser plitude distribution of 0'(x, y) deviates somewhat
beam (A=0.5145 tim) is divided into three paths. from O(x, y), which is primarily due to the nonlin-
One is directed toward the photo-refractive crystal earity of the BSO crystal [6 1. A phase shift O(x, y)
(BSO. lOx lOx2 mm') by mirror M2 and serves as between the phase conjugation and the recon-
the reference beam. The second is used to illumi- structed beam is also introduced. Later we will see
nated the input objects 0, and 02, which are imaged that O(x, y) is dependent on the intensity ratio R of
onto the crystal by lens L1. The third is directed by the object beam and the reference beam. If there is
mirror Ml, M5, M4 and serves as the readout beam. no voltage applied on the BSO crystal, 6(x, y) would
The reconstructed beam from the crystal is then im- represent a constant phase of 900.
aged back to the input objects 0, and 02 for phase As can be seen in fig. I, the reconstructed beam.
distortion removal. After passing through the input imaged back on the object plane, can be written as
objects, the beam is then joint transformed in the 0'(x,y) exp[-i0(x,y) Iexp[iO(x,y)] . (4)
output plane Po by lens L2, via a beam splitter BS3.
We notice that a half wave plate Q, between the BSO After passing through the input objects, the complex
crystal and mirror M4, is used to rotate the polari- light distribution becomes
zation of the readout beam. An analyzer A located 0(x, y) 0' (x, y) exp iO( x,y) . (5)
at the front of the output plane is used to reduce the
light scattered from the optical elements in the This expression shows that the phase distortion 0( v,
system. y) of the input objects can essentially be removed,

With reference to the optical configuration of fig. while the additional amplitude and phase modula-
1, the object beam can be written as tion due to the nonlinearity of the BSO remain.

0(x, y) exp io(x, y) ]

=01(x-b, y) explio, (x-b, y) 1 3. Phase distortion compensation

= 0(x+b, y) exp[i02 (x+b, y) I , (I) The phase distortion of the input objects (i. dtue

where 0,, 02, or and 02 are the amplitude and phase to the SLM) can severely degrade the correlation

distortion of the input objects, respectively, b is the characteristics. We have computer simulated some

mean separation of the two input objects, and O, O of these effects. The simulations were obtained with
are assumed positive real. At the image plane (i.e. a test input pattern joint correlated with the same
the crystal), the object beam is given by pattern added with random phase noise We as-sumed that the random phase noise has a uniform

O(x/M, y/M) exp[i* (xlM,yf/M) J probability distribution over a phase infer% a) I - e,

Xexplik(x2+y1)/2LJ , (2) o]. Fig. 2 shows a plot of correlation peak intensity
as a function of phase deviation a. From this graph,

where M represents the magnification factor of the we see that the normalized peak drop of 0.5 corre-

102



Volume 71, number 3.4 OPTICS COMMUNICATIONS Is May 1999

Correl-.i'on peak value Fig. 4 shows the correlation spots icconstructed from
,.- _these two cases. For no phase compensation, the cor-

relation spots are heavily embedded in raindom noise,
' ,as pictured in fig. 4a, while with phase compensa.

4b.tion, the correlation spots can clearly be seen in fig.

o.4 It is, however, necessary to stiess the role played
by the imaging lens L1. First, lens L , ensures that all

0.4 the light scattered by the input objects can be di-
rected loward the BSO crystal (assume that L, has0.2 a sufficiently large aperture.). Secondly, the recon-

0. structed beam is not the exact phase conjugated
o 0.5 1 I. 2 2.6 beam, it has an additional phase modulation O(x, y).

Maximum phase deviation (radians) Thus, it is apparent that if no imaging lens is em-

Fig. 2. Correlation peak intensity degraded by phase noise. ployed, the light ray emerging from an arbitrary ob-
ject point would not longer be reconstructed ba'- - at
the same point. By using the imaging lens, it ensures
that every light ray emerging from the objects would
be reconstructed back. As long as all the light scat-

a

b C
Fig. 3. Joint Fourier transform spectra. (a) A pair of input sub-
jects with random noise. (b) Their joint transform spectrum. (c)
The joint transform spectrum with phase compensation.

sponds to a phase deviation of 0.6 radians. In other
words, the phase distortion of a SLM should not ex-
ceed I/10 wavelength, which corresponds to 0.6 ra-
dtans, otherwise the correlation peak would be se-
verely degraded. However, most SLMs do not meet
this requirement.

In order to demonstrate the phase compensation
with phase conjugate technique, a pair of input ob-
jects, shown in fig. 3a, is added with a random phase
plate. Their joint transform spectrum is shown in fig.
3b. Notice that the spectrum is severely corrupted by
the phase disturbances. However, with the phase
compensation technique, the spectrum, obtained with
the experimental setup described in fig. I, is rela- Fig. 4. Reconstructed correlition spots. (a) Without pha". co
tively free from the disturbance as shown in fig. 3c. pensation. (b) With plase compcnation
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tered by the phase distortion of the objects are col- shift e(x, ') is dependent on R and directly related
lected by the aperture of L1, the phase distortion of to the object intensity distribution O(x., y). There-

the objects can be compensated by this technique, fore the phase modulation O(x, y) can be utilized to
However, if the aperture is not large enough, the high encode the object functions.
spatial frequency components of the phase distor- We have computer simulated the effects of pre-en-
tion could not be compensated, coding the object functions in a JTC. Fig. 5 is the

intensity distributions of two objects to be corre-
lated. The autocorrelation curve (for the triangle ob-

4. Pre-encoding ject) and their cross correlation curve are shown in
figs. 6(a) and (b), respectively. We notice that the

The reconstructed beam, as expressed in eq. (5), wide autocorrelation curve and high cross correla-
is different from the object function O(x, y). The tion intensity are not desirable. However, if a phase
additional amplitude and phase factors within the encoding (assumed linear, that is 6(x, y) T O(x, v) )
reconstructed beam can be used for object pre-en- is added to the objects the correlation characteristics
coding in a JTC, for which the correlation charac- are improved substantially, as shown in fig 7, where
teristics can be improved. These factors are depen- the maximum encoded phase 0,., is 8 radians. By
dent on object and reference beam ratio R [6J, as comparing fig. 6 with fig. 7, we notice that the width
defined by of the autocorrelation reduces and the cross corre-

lation intensity decreases. Furthermore, fig. 8 illus-

R(x,y)= (
, (6) trates how the autocorrelation width decreases

Ir monotonically as the increase of the linear phase

where I, is the intensity of the reference beam. encoding.
The phase modulation O(x, y) represents the phase In view of expression (5), object encoding can ako

difference between the conjugation ofthe object beam be accomplished with amplitude modulation It is

and the actual reconstruction beam (see expression obvious that 0' (x, ') is proportional to the diffrac-

(3)). This phenomenon is due to the interaction be-
tween the writing beams [7]. According to Vahey
[8 1, the phase deviation between the writing beams
varies along the propagation within the crystal and
can be expressed as
can be expressed as cosh[Q(z) I Fig. 5. Intensity distribuions of the object to be corcalcd
w(z)= ()cotan (0 . In , ,cs[ (7)

Correlation
where

Q(z) = 2Fz sin(oa) .

+ tan-'(l-R)/(I +R) , (8)

F is the coupling constant, 0, is the phase shift be- 2 . a
tween the writing interference pattern and the in- ,,5
duced index grating, and V(0) is the initial phase de- /
viation between the writing beams. This phase I/ b

variation would produce grating bending within the /

crystal. When a readout beam illuminates the crys- 06 7 -

tal, the reconstructed wavefront from the bended
volume grating would have a phase shift O(x, y) rel- 0 . ......

ative to the conjugate wavefront of the object beam. Fig. 6. Correlation without phase encoding (a) A.utocorrelation
From eqs. (7), (8) and (6), we notice that this phase (b) Cross correlation.
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Correlation plished by controlling the intensity of the reference
3 beam, for example, edge enhancement, which is a

desirable pre-processing in a JTC 1 9). Some discus.
2.5- sion for amplitude encoding may be found in ref. 16 61.

a 5. Conclusion

Several applications of phase conjugation tech.
nique in a JTC have been investigated. It is showr
that phase distortion in the input objects (due It

0.S SLM) in a coherent image processing system can b,
b efficiently compensated by using phase conjugatiot

fi .wt technique. The additional amplitude or phase mod
Fi.7 Correlation wihphase encoding. normalized by the cross. ulations produced by the nonlinearity of phase cor

correlation peak intensity in ig. 6. The maximum encoded phase jugation can be utilized to pre-encode the objet
8,_. is 9 radians. (a) Autocorrelation. (b) Cross correlation, functions, for which correlation characteristics ca

be improved. Computer simulations indicate th;
Correlation Width phase pre-encoded objects improve the accuracy

________.2_____________ correlation detection, which is resulted from small
autocorrelation spots and lower cross correlation

I tensity. This encoding technique would find app
cation to the research of dynamic pattern recog,

0.8- tion and robotic vision.
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